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Johannes C. Kloppers

Detlev G. Kröger1

e-mail: dgk@sun.ac.za

Department of Mechanical Engineering,
University of Stellenbosch,

Stellenbosch 7600, South Africa

Cooling Tower Performance
Evaluation: Merkel, Poppe, and
e-NTU Methods of Analysis
The heat rejected and water evaporated in mechanical and natural draft cooling towers
are critically evaluated by employing the Merkel, Poppe, and e–number-of-transfer-units
~e-NTU! methods of analysis, respectively, at different operating and ambient conditions.
The importance of using a particular method of analysis when evaluating the performance
characteristics of a certain fill material and subsequently employing the same analytical
approach to predict cooling tower performance is stressed. The effect of ambient humidity
and temperature on the performance of cooling towers employing the Merkel, e-NTU, and
Poppe methods of analysis are evaluated.@DOI: 10.1115/1.1787504#

Introduction

The art of evaporative cooling is quite ancient, although it is
only relatively recently that it has been studied scientifically@1#.
Merkel @2# developed the theory for the thermal evaluation of
cooling towers in 1925. This work was largely neglected until
1941 when the paper was translated into English. Since then, the
model has been widely applied@3#.

The Merkel theory relies on several critical assumptions to re-
duce the solution to a simple hand calculation. Because of these
assumptions, however, the Merkel method does not accurately
represent the physics of heat and mass transfer process in the
cooling tower fill.

The critical simplifying assumptions of the Merkel theory are
• the Lewis factor, Lef , relating heat and mass transfer is equal

to 1;
• the air exiting the tower is saturated with water vapor and it is

characterized only by its enthalpy;
• the reduction of water flow rate by evaporation is neglected in

the energy balance.
Jaber and Webb@4# developed the equations necessary to apply

the e-NTU method directly to counterflow or crossflow cooling
towers. This approach is particularly useful in the latter case and
simplifies the method of solution when compared to a more con-
ventional numerical procedure. Thee-NTU method is based the
same simplifying assumptions as the Merkel method.

The Poppe model was developed by Poppe and Ro¨gener@5# in
the early 1970s. The method of Poppe does not make the simpli-
fying assumptions made by Merkel. The critical differences be-
tween the Merkel and Poppe methods are investigated by Klop-
pers and Kro¨ger @6#. The objective of this investigation is to
include thee-NTU method in the investigation.

Fills or packing are employed in cooling towers to increase the
contact area and contact time between the water that needs to be
cooled and the cooling air. There are basically three different
types of fill designs, i.e., film, splash, and trickle type fills. A thin
film of water runs down the film fill surface while the splash fill
breaks the water stream into smaller droplets. The trickle film is
basically a combination of film and splash type fill. Figures 1 and
2 show an idealized model of the interface between the water and
the air for all types of counterflow cooling tower fill materials.

The results of this study, i.e., the differences between the Merkel,
Poppe, ande-NTU approaches, are independent of the type of fill
considered.

Merkel Theory
Equations~1! and ~2! are obtained from mass and energy bal-

ances of the control volumes shown in Figs. 1 and 2 where air is
in counterflow with a downwards flowing water stream. For the
Merkel theory it is assumed that the change in water mass flow
rate due to evaporation is negligible, i.e.,dmw50,

dima

dz
5

hdaf iAf r

ma
~ i masw2 i ma!, (1)

dTw

dz
5

ma

mw

1

cpw

dima

dz
. (2)

Equations~1! and ~2! describe, respectively, the change in the
enthalpy of the air-water vapor mixture and the change in water
temperature as the air travel distance changes. Equations~1!
and ~2! can be combined to yield upon integration the Merkel
equation,

MeM5
hdafiAfrLfi

mw
5

hdafiLfi

Gw
5E

Two

Twi cpwdTw

~ i masw2 i ma!
, (3)

where MeM is the transfer coefficient or Merkel number according
to the Merkel approach,afi is the surface area of the fill per unit
volume of fill, andhd is the mass transfer coefficient. It is often
difficult to evaluate the surface area per unit volume of fill due to
the complex nature of the two-phase flow in fills. It is, however,
not necessary to explicitly specify the surface area per unit vol-
ume or the mass transfer coefficient as these are contained in the
Merkel number which can be obtained from the right-hand side of
Eq. ~3!.

It is not possible to calculate the true state of the air leaving the
fill according to Eq.~3!. Merkel assumed that the air leaving the
fill is saturated with water vapor. This assumption enables the air
temperature leaving the fill to be calculated.

Poppe Theory
Without the simplifying assumptions of Merkel, the mass and

energy balances from Figs. 1 and 2 yield after manipulation for
unsaturated air

dw/dTw5cpw~wsw2w!mw /ma /@ i masw2 i ma1~Lef21!$ i masw

2 i ma2~wsw2w!i v%2~wsw2w!cpwTw#, (4)

1Author to whom correspondence should be addressed.
Contributed by the Advanced Energy Systems Division of THE AMERICAN SO-

CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the AES
Division December 4, 2002; final revision received October 20, 2003. Associate
Editor: G. Reistad.
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dima /dTw5cpw~mw /ma!@11~wsw2w!cpwTw /@ i masw2 i ma

1~Lef21!$ i masw2 i ma2~wsw2w!i v%2~wsw

2w!cpwTw##, (5)

where the Lewis factor, which is an indication of the relative rates
of heat and mass transfer in an evaporative process, is defined as
Lef5h/hdcpa . Bosnjakovic@7# proposed the following relation to
express the Lewis factor for air-water vapor systems:

Lef50.8652/3S wsw10.622

w10.622
21D Y lnS wsw10.622

w10.622 D . (6)

The transfer coefficient or Merkel number according to the Poppe
approach is given by

dMeP /dTw5cpw /@ i masw2 i ma1~Lef21!$ i masw2 i ma2~wsw

2w!i v%2~wsw2w!cpwTw#. (7)

The varying mass flow rate ratio in Eqs.~4! and~5! can be deter-
mined by considering the control volume in the fill of Fig. 3. A
mass balance of the control volume yields

mw

ma
5

mwi

ma
S 12

ma

mwi
~wo2w! D . (8)

Equations~4!–~7! are only valid if the air is unsaturated. If the air
is supersaturated, the governing equations are

dw/dTw5cpw~wsw2wsa!mw /ma /@ i masw2 i ss1~Lef21!

3$ i masw2 i ss2~wsw2wsa!i v1~w2wsa!cpwTw%1~w

2wsw!cpwTw# (9)

dima /dTw5cpw~mw /ma!@11~wsw2wsa!cpwTw /@ i masw2 i ss

1~Lef21!$ i masw2 i ss2~wsw2wsa!i v1~w

2wsa!cpwTw%1~w2wsa!cpwTw##, (10)

where the Lewis factor for supersaturated air is given by

Lef50.8652/3S wsw10.622

wsa10.622
21D Y lnS wsw10.622

wsa10.622D . (11)

The Merkel number according to the Poppe approach is given by

dMeP /dTw5cpw /@ i masw2 i ss1~Lef21!$ i masw2 i ss2~wsw

2wsa!i v1~w2wsa!cpwTw%1~w2wsw!cpwTw#.

(12)

The equations of the Poppe method must be solved by an iterative
procedure because the humidity ratio at the air outlet side of the
fill, wo in Eq. ~8!, is not known a priori. Refer to Poppe and
Rögener@5#, Bourillot @8#, and Baard@9# for more detailed infor-
mation on the derivation of these equations.

e-NTU Method
It can be shown according to Jaber and Webb@4# that

d~ i masw2 i ma!

~ i masw2 i ma!
5hdS dimasw/dTw

mwcpw
2

1

ma
DdA. (13)

Equation~13! corresponds to the heat exchangere-NTU equation

d~Th2Tc!

~Th2Tc!
52US 1

mhcph
1

1

mccpc
DdA. (14)

Two possible cases of Eq.~13! can be considered wherema is
greater or less thanmwcpw /(dimasw/dTw). The maximum of the
dry air mass flow ratema andmwcpw /(dimasw/dTw) is called the
maximum fluid capacity rate, denoted byCmax and the minimum
by Cmin . The gradient of the saturated air enthalpy-temperature
curve is

dimasw

dTw
5

i maswi2 i maswo

Twi2Two
. (15)

The fluid capacity rate ratio is defined as

C5Cmin /Cmax. (16)

The effectiveness is given by

e5
Q

Qmax
5

mwcpw~Twi2Two!

Cmin~ i maswi2 f 2 i mai!
, (17)

Fig. 1 Control volume of counterflow fill

Fig. 2 Air-side control volume of fill

Fig. 3 Control volume of the fill
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where f is a correction factor, according to Berman@10#, to im-
prove the approximation of thei maswversusTw curve as a straight
line. The correction factorf is given by

f 5~ i maswo1 i maswi22i maswm!/4, (18)

where i maswm denotes the enthalpy of saturated air at the mean
water temperature. The number of transfer units for counterflow
cooling towers is given by

NTU5
1

12C
ln

12eC

12e
. (19)

If the dry air mass flow rate ma is greater than
mwcpw /(dimasw/dTw) the Merkel number according to the
e-NTU approach is given by

Mee5
cpw

dimasw/dTw
NTU. (20)

If ma is less thanmwcpw /(dimasw/dTw) the Merkel number ac-
cording to thee-NTU approach is given by

Mee5maNTU/mw . (21)

Comparison Between Merkel,e-NTU, and Poppe Ap-
proaches

Performance calculation examples of the natural draft wet-
cooling tower in Kröger @11# and the mechanical draft tower in
Baard @9# are taken as reference towers in these analyses. The
performance of these towers are determined by the Merkel ap-
proach with detailed consideration of the transfer characteristics in
the fill, rain, and spray zones as well as the various flow resis-
tances that affect tower draft.

The differences between the Merkel, Poppe, ande-NTU ap-
proaches are investigated at various operating conditions for natu-
ral draft and mechanical draft cooling tower performance calcula-
tions. Ambient air temperatures of 280, 290, 300, and 310 K are
considered. The humidity of the air is varied from completely dry
to saturated conditions. The effect of inlet temperature and humid-
ity on cooling tower performance can therefore be determined
over a wide range of atmospheric conditions.

Two cases for the natural draft cooling tower, where the ambi-
ent temperatures are 280 and 300 K, respectively, are illustrated in
Figs. 4~a!–~j!. Figures 4~a!–~e! show selected solution variables
for the case where the ambient temperature is 280 K. The case
where the ambient temperature is 300 K is shown in Figs. 4~f!–~j!.
The selected solution variables are the heat-transfer rate~Q!, wa-
ter outlet temperature (Two), air outlet temperature (Tao), air-
water vapor mass flow rate (mav), and the water evaporation rate
(mw(evap)).

Air Outlet Temperature. The outlet air temperature can be
measured in fill performance tests. However, this temperature is
not used in either the Merkel,e-NTU, or Poppe theories to cal-
culate the Merkel number for a particular fill test. The approxi-
mate air outlet temperature can be predicted by the Merkel and
e-NTU methods in fill performance tests, by assuming that the air
is saturated. The outlet air temperature is calculated by the Poppe
approach. These temperatures, according to the different ap-
proaches, can be used to test the accuracy of the models by com-
paring them to measured data.

Figure 5 shows the measured air outlet drybulb temperatures
measured in the fill test facility at the University of Stellenbosch.
Tests are conducted with fixed air and water mass flow rates with
variable inlet water temperatures. Cyclone separators are used to
separate the water droplets from the outlet air before measure-
ment. There are water droplets in the outlet air due to condensa-
tion, supersaturation, and drift. The outlet air temperatures pre-
dicted by the Merkel,e-NTU, and Poppe approaches are also
shown in Fig. 5 for a 2-m-thick counterflow trickle grid fill for
each test. It can be seen that the Poppe approach predicts the air

outlet temperature very accurately compared to the Merkel and
e-NTU methods of analysis, as the Poppe method is the more
rigorous approach.

The draft through natural draft cooling towers is a function of
the density of the air above the fill. It is thus very important to
predict the air temperature above the fill accurately. The Merkel
ande-NTU methods are unable to predict the temperature of the
outlet air without the assumption that the outlet air is saturated
with water vapor. The Poppe method therefore predicts more ac-
curately the draft through natural draft cooling towers.

Cooling tower air outlet temperatures generally increase when
air inlet temperatures and humidity increase, as can be seen in
Figs. 4~c! and ~h!. In very hot very dry conditions the air outlet
temperature can be less than the air inlet temperature. This case is
not shown in Fig. 4. Thus both the air and the water are cooled. Is
this possible?

The potential for enthalpy transfer between the hot water and
the cooling air provides a qualitative indication of the direction of
nett heat flow in the cooling tower fill. Air at conditionx ~refer to
Figs. 6 and 7! is in contact with water at temperatureTw . Figures
6 and 7 represent two different cases that can occur inside a cool-
ing tower fill. Consider the case in Fig. 6 wherewsw.w, thus the
latent heat transfer is from the water to the air andTw.Ta , where
the sensible heat transfer is from the water to the air. The total
enthalpy transfer is from the water to the air sincei masw. i ma and
since both the latent and sensible heat transfer are from the water
to the air. The air is heated and the water cooled.

The fact that both the air and the water are cooled can be
described as follows: Consider the case in Fig. 7, wherewsw
.w, thus the latent heat transfer is from the water to the air and
Ta.Tw , where the sensible heat transfer is from the air to the
water. The nett enthalpy transfer is from the water to the air since
i masw. i ma .

Notwithstanding the fact that the air outlet temperature is colder
than the ambient temperature, there is still a draft through the
tower. Draft through the natural draft tower is still possible, be-
cause the molar mass of vapor is less than that of air at the same
temperature. Thus a potential for draft still exists because the den-
sity of the air-vapor mixture inside the tower is less than that of
the hotter less humid air on the outside of the tower.

Water Inlet and Outlet Temperatures. The water outlet
temperatures predicted by the Merkel,e-NTU, and Poppe ap-
proaches are practically identical where the draft through the
tower is approximately the same as can be seen in Figs. 4~b! and
~g!.

The Merkel numbers, determined by the Poppe ande-NTU
approaches for the expanded metal fill employed in this natural
draft cooling tower analysis, are respectively approximately 9%
higher and 1% lower than the Merkel number determined by the
Merkel approach. Notwithstanding these differences, the subse-
quent application of the Merkel method employing the smaller
value for the Merkel number obtained during fill tests, will predict
nearly the same cooling tower water outlet temperature as ob-
tained by the more rigorous Poppe method. A very small differ-
ence in water outlet temperature is due to the fact that the Merkel
and Poppe methods predict different air outlet conditions causing
the draft to be different in the two cases.

It is expected that the results of the Merkel ande-NTU ap-
proaches must be identical since the same simplifying assump-
tions are used in these methods. However, it can be seen from Fig.
4 that there are differences in the predicted performance by the
Merkel ande-NTU approaches. The reason why the predicted
performance is not the same for both approaches is because the
cooling tower fill was originally tested at different ambient and
operating conditions than where it was subsequently applied in
this investigation.

As mentioned above, there is approximately a 1% difference in
the Merkel numbers predicted by the Merkel ande-NTU ap
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proaches during the fill test phase for the fill employed in this
investigation. However, at other inlet water temperatures this dif-
ference can reach 4%, therefore the differences in Fig. 4.

Figure 8 shows the Merkel numbers according to the Merkel,

e-NTU, and Poppe approaches as a function of the water inlet
temperature that are obtained during a fill test where only the
water temperature is not constant. The relative differences be-
tween the Merkel numbers according to the Merkel and Poppe

Fig. 4 Heat rejected, Q; water outlet temperature, Two ; air outlet temperature Tao ; mean air-vapor
mass flow rate, m av ; and mass flow rate of evaporated water, m w „evap … for TaiÄ280 and 300 K
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approaches are not as strongly influenced by the water tempera-
tures as those with the Merkel ande-NTU approaches as can be
seen in Fig. 8.

It is thus recommended that the fill performance characteristics
are determined at conditions close to cooling tower operating and
ambient conditions, or the empirical relation expressing the Mer-
kel number must also be expressed as a function of water inlet
temperature.

Heat Rejected. The Poppe approach predicts higher heat re-
jection rates~Q! than the Merkel approach as can be seen in Figs.
4~a! and~f!. This is because the Merkel approach ignores the loss
in water mass flow rate in the energy equation. In cooling tower
analyses, employing the Merkel ore-NTU approach, the heat-
transfer rate is given by

Q5mwcpwm~Twi2Two!, (22)

where the effect of the change in water mass flow rate is not
included in the energy balance. If it is assumed that the air is
saturated at the outlet of the fill then the mass flow rate of the
evaporated water can be determined, i.e.,

mw~evap!5ma~wo2wi !. (23)

A new improved equation for the heat rejection rate, according
to the Merkel ore-NTU approach, is proposed where the water
loss, due to evaporation, is included in the energy equation, i.e.,

Q5mwicpwmTwi2~mwi2mw~evap!!cpwmTwo . (24)

When this equation for the heat-transfer rate is included in the
cooling tower analyses of the Merkel ande-NTU approaches, the
predictions for the rejected heat and water outlet temperature are
in general within close tolerance of the results of the Poppe
model.

Air Outlet Humidity and Evaporation. It was found by
Bourillot @8,12# that predictions from the Poppe formulation re-
sulted in values of evaporated water flow rate that were in good
agreement with full scale cooling tower test results. Grange@13#
shows in a comparative study that the Merkel method tends to
underestimate the amount of water that evaporates when com-
pared to the Poppe approach but that the discrepancy decreases
with increasing ambient temperatures.

The results of Grange@13# are verified in this investigation. It
can be seen from Figs. 4~e! and ~j! that the discrepancy between
the Merkel and Poppe approaches for the water evaporation rate is
smaller where the temperature is greater. The predicted water rate
that evaporates is underestimated by the Merkel method, com-
pared to the Poppe approach for the natural draft tower consid-
ered. However, it is found for mechanical draft towers operating
during very hot dry conditions that the Merkel approach predicts
higher evaporation rates than the Poppe approach. This is because
the Poppe approach predicts unsaturated outlet air under these
extreme conditions.

The water content of the outlet air is an important consideration
for the design of hybrid cooling towers. The Poppe method is thus
the preferred method of analysis during the design of hybrid cool-
ing towers@14#.

Tower Draft. If applied to mechanical draft towers, the Mer-
kel approach generally produces water outlet temperatures that are
essentially the same as those produced by the Poppe approach.
For natural draft towers, however, the discrepancy between the
Merkel and Poppe approaches increases as the air gets warmer
and drier. This is because the air outlet temperature (Tao) and
tower draft or air-water vapor mass flow rate (mav) are strongly
coupled for natural draft towers, which is not the case with me-
chanical draft towers. Figures 4~c! and~d! show, respectively, the

Fig. 5 Measured outlet air temperature versus Merkel, e-NTU
and Poppe predictions

Fig. 6 Psychrometric chart

Fig. 7 Psychrometric chart

Fig. 8 Merkel number versus water inlet temperature
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air outlet temperature and the mean air-water vapor mass flow rate
(mav) where the ambient temperature is 280 K. When compared
to the case where the ambient temperature is 300 K~Figs. 4~h!
and ~i!! it can be seen that the discrepancy is large between the
Merkel and Poppe approaches for the draft and air outlet tempera-
tures. Because of the higher draft of the Poppe method at higher
air temperatures with lower humidity, more cooling is taking
place. This can be seen in Fig. 4~g! where the water temperature
according to the Poppe approach is less than that predicted by the
Merkel approach.

Lewis Factor Influence
Merkel @2# assumed that the Lewis factor is equal to 1. Poppe

and Rögener@5# used Eq.~6! that was proposed by Bosnjakovic
@7# to express the Lewis factor in the Poppe cooling tower theory.
The derivation of this equation can be seen in Bourillot@8# and
Grange@13#. Hässler@15# cited that other researchers showed that
the assumption of Merkel is not correct and that most of the re-
searchers find Lewis factors in the range from 0.6 to 1.3. One
researcher even found a Lewis factor as high as 4. An analysis of
both splash and film packings by Feltzin and Benton@16#, indi-
cates that for counterflow towers, a Lewis factor of 1.25 is more
appropriate. According to Feltzin and Benton@16#, the Lewis
number does not appear to be dependent on whether the packing
is splash type or film type, but only on the configuration~i.e.,
counterflow or crossflow!. Sutherland@17# used a Lewis factor of
0.9 in his tower performance analysis. Osterle@3# developed a
wet-cooling tower model that corrected the Merkel@2# assumption
so that the mass of water lost by evaporation is accounted for.
However, he still assumes that the Lewis factor is equal to unity.
Hässler@15# stated that the discrepancy in published results for the
Lewis factor is because the Lewis factor is a function of the hu-
midity of the air in the boundary layer at the air-water interface.

The cooling tower analysis in this study was repeated for the
different atmospheric temperatures with dry to saturation condi-
tions. Different Lewis factors were specified. The minimum Lewis
factor specified was 0.5 and the maximum 1.5. Bosnjakovic’s@7#
equation was also employed in the analysis. The value of his
equation is approximately 0.92. It was found that the higher the
Lewis factor, the more heat is rejected from the tower, with a
corresponding increase in outlet air temperature and a decrease in
the outlet water temperature. Less water is evaporated with in-
creasing Lewis factors. However, as the inlet air temperature in-
creases, the discrepancy in the results with the different Lewis
factors decreases. The Lewis factor is thus only of importance
when the ambient temperature is less than approximately 26°C.

Again it is stressed that the same specification of the Lewis
factor must be used when evaluating the performance characteris-
tics of a certain fill material and subsequently employing the same
Lewis factor specification to predict cooling tower performance.
At higher temperatures~.26°C! it does not matter as much if the
Lewis factor specification is applied inconsistently.

If working consistently, as mentioned above, the water tempera-
ture and heat rejected are within close tolerance for different
Lewis factors. However, the evaporated water and air outlet tem-
perature do not follow the same trend. More water is evaporated
for lower Lewis factors. This is because the Lewis factor is an
indication of the relative rates of heat and mass transfer in an
evaporative process.

Conclusion
If only the water outlet temperature is of importance to the

designer, the less accurate Merkel ande-NTU approaches can be
used, as all the approaches predict practically identical water out-
let temperatures for mechanical and natural draft towers. Care
must be taken with natural draft towers where the Poppe approach
can predict lower water outlet temperatures under warm dry am-
bient conditions. The Merkel ande-NTU approaches give heat-
transfer rates that are lower than that predicted the Poppe ap-

proach. The heat rejected by the cooling tower while employing
the Merkel approach can usually be determined more accurately
by employing the Eq.~24! instead of Eq.~22!.

It is recommended that the fill performance characteristics be
determined close to tower operational conditions. The particular
method of analysis when evaluating the performance characteris-
tics of a certain fill material must subsequently be employed in the
analytical approach to predict cooling tower performance. The
same Lewis factor must also be used in the Poppe approach.
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Nomenclature

A 5 Area, m2

a 5 Surface area per unit volume, m21

C 5 Fluid capacity rate, kg/s, orCmin /Cmax
cp 5 Specific heat at constant pressure, J/kg K
e 5 Effectiveness
f 5 Enthalpy correction factor, J/kg

G 5 Mass velocity, kg/m2 s
h 5 Heat-transfer coefficient, W/m2 K

hd 5 Mass transfer coefficient, kg/m2 s
i 5 Enthalpy, J/kg

i masw 5 Enthalpy of saturated air at the local bulk water tem-
perature, J/kg

L 5 Length, m
Lef 5 Dimensionless Lewis factor

m 5 Mass flow rate, kg/s
Me 5 Merkel number

NTU 5 Number of transfer units
Q 5 Heat transfer rate, W
T 5 Temperature, °C or K
U 5 Overall heat-transfer coefficient, W/m2 K
w 5 Humidity ratio, kg water vapor/kg dry air

wsa 5 Humidity ratio of saturated air atTa , kg/kg
wsw 5 Saturation humidity ratio of air evaluated at the local

bulk water temperature, kg/kg
z 5 Elevation, m

Subscripts

a 5 Air
c 5 Cold
e 5 e-NTU approach
fi 5 Fill
fr 5 Frontal
h 5 Hot
i 5 Inlet

M 5 Merkel approach
m 5 Mean

max 5 Maximum
min 5 Minimum

o 5 Outlet
P 5 Poppe approach
s 5 Saturation

ss 5 Supersaturated
v 5 Vapor
w 5 Water
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A Flight Simulation Vision for
Aeropropulsion Altitude Ground
Test Facilities
Testing of a gas turbine engine for aircraft propulsion applications may be conducted in
the actual aircraft or in a ground-test environment. Ground test facilities simulate flight
conditions by providing airflow at pressures and temperatures experienced during flight.
Flight-testing of the full aircraft system provides the best means of obtaining the exact
environment that the propulsion system must operate in but must deal with limitations in
the amount and type of instrumentation that can be put on-board the aircraft. Due to this
limitation, engine performance may not be fully characterized. On the other hand,
ground-test simulation provides the ability to enhance the instrumentation set such that
engine performance can be fully quantified. However, the current ground-test methodol-
ogy only simulates the flight environment thus placing limitations on obtaining system
performance in the real environment. Generally, a combination of ground and flight tests
is necessary to quantify the propulsion system performance over the entire envelop of
aircraft operation. To alleviate some of the dependence on flight-testing to obtain engine
performance during maneuvers or transients that are not currently done during ground
testing, a planned enhancement to ground-test facilities was investigated and reported in
this paper that will allow certain categories of flight maneuvers to be conducted. Ground-
test facility performance is simulated via a numerical model that duplicates the current
facility capabilities and with proper modifications represents planned improvements that
allow certain aircraft maneuvers. The vision presented in this paper includes using an
aircraft simulator that uses pilot inputs to maneuver the aircraft engine. The aircraft
simulator then drives the facility to provide the correct engine environmental conditions
represented by the flight maneuver.@DOI: 10.1115/1.1806452#

1 Introduction

The Arnold Engineering Development Center~AEDC! has
within its assets, ground facility infrastructure for the testing of
gas turbine engines at sea level and altitude conditions@1#. These
facilities have been built-up over the last 50 years based upon a
ground-testing philosophy and methodology that simulates engine
conditions that would be present during steady state flight condi-
tions. These methodologies have served the gas turbine propulsion
community well as it has developed gas turbine engines for mili-
tary and civilian transport aircraft. The major advantage of
ground-testing is that systematic investigations can be conducted
and repeated with certainty using current established methodolo-
gies. However, there are limitations that prohibit testing of certain
types of transient phenomena and thus the engine’s performance
during flight maneuvers. These types of maneuvers have been
relegated to flight-testing. Flying the aircraft with its propulsion
system puts the gas turbine engine in the environment it is to
operate within. However, because of limitations with instrumen-
tation, measurements of engine performance are limited. Flight-
testing can only provide the answer when the investigator knows
exactly what to look for and how to obtain the information with
the correct instrumentation. In addition to the performance mea-
surement limitation, flight-testing can be expensive as compared
to ground-testing and has a higher risk of loss of the aircraft as
well as the pilot if something should go wrong. Thus, it has al-
ways been the wise course-of-action to conduct investigations and

qualification of the propulsion system in ground-test facilities
prior to any flight-testing and ultimate implementation within a
fleet of aircraft.

To understand the limitations within the ground test methodol-
ogy, a brief review of the current ground test practice is in order.
As an aircraft flies through the atmosphere, whether it is subsonic
or supersonic, the velocity and quality of the airflow must be
presented to the compression system at conditions that will allow
it to do its job~i.e., raise the pressure of the air to a higher level!.
Today’s compression systems cannot accept supersonic flow at the
engine face. In the case of high subsonic or supersonic flight, the
engine inlet velocity must be slowed down to a point where the
Mach number is on-the-order-of 0.5. In the case of low subsonic
flow, the compression system will pull~suck! the airflow it re-
quires. In both instances, the flight velocity and the atmospheric
conditions ~pressure and temperature! define the engine airflow
conditions, which can be quantified by the specification of engine
airflow, total pressure and total temperature (W,PT ,TT). By pro-
viding airflow to an engine at the pressure and temperature con-
ditions that represent the flight condition, engine performance can
be simulated as if the engine were actually flying at those condi-
tions. To obtain engine thrust, the effect of the difference in engine
nozzle exhaust pressure and atmospheric pressure can be ac-
counted for by testing the engine in an environment such that the
nozzle exhausts to a pressure associated with the altitude condi-
tion of flight. When both of these conditions are met, a ground
simulation of engine flight is obtained. This concept is illustrated
in Fig. 1.

The air-side plant supplies the engine with the required airflow
at the total pressure (PT) and temperature (TT) desired to simu-
late the flight condition~altitude and Mach number!. The engine is
situated in an isolated test cell that has a bellmouth attached to the
engine inlet that is used to capture the airflow supplied by the
plant as illustrated in Fig. 2. The cell pressure is maintained by the

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30003. Manuscript received by IGTI,
December 2001, final revision, March 2002. Associate Editor: E. Benvenuti.
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exhaust plant that sets the altitude pressure and exhausts the com-
bustion products ultimately to atmosphere after they have been
properly cleaned and cooled. These facilities were designed to
operate the engine in a steady manner. The airside plant, as origi-
nally designed, did not have the capability to change the engine
inlet temperature in a rapid manner. Some transient capability has
been obtained with the original cell design~circa 1950! by small
modifications such as removing airflow-measuring venturis and
using atmospheric inbleed. However, these transient capabilities
were very limited and did not produce true conditions as needed
to simulate flight@2#.

In a internal AEDC study, engine test cell requirements for the
next 25 years have been established in order to support anticipated
propulsion needs. To meet these future requirements, facility de-
sign modifications have been proposed and are currently being
implemented as part of the Propulsion Consolidation and Stream-
lining ~PCS! Program. A part of the study also addressed the need
of changing conditions required for future transient testing. These
requirements are driven by the anticipated mission profiles which
can be categorized into three main areas.

1. Zoom climbs (altitude climbs at constant Mach number);
2. Mach dashes (accelerations and decelerations at constant

altitude);
3. Complex profiles (variations in both altitude and Mach num-

ber, such as wind-up-turns, spins, etc.).

The required maximum rates of change of conditions for a typical
test facility are:

a. 1.75 psia/s for inlet pressure;
b. 20.4 psia/s for cell pressure;
c. 115°F/s or210°F/s for inlet temperature, depending upon

the maneuver.

Airflow during these maneuvers will scale with the particular en-
gine size being tested. In addition, flow varies with throttle setting
and flight condition. The range considered in the study was 140–
500 lbm/s at sea level conditions.

Before the PCS program began, many of these mission profile
rates were unattainable. As part of this program, new designs and
concepts are being investigated via facility numerical modeling
before implementation. Upon completion of this program it is
expected that the facility will be able to achieve these desired

transient rates. Better simulation of gas turbine engine operation
will then be possible in a ground test facility. Reference@2# dis-
cusses the changes implemented by the PCS program so far as
well as those proposed for the future.

2 The Plant Flight Simulation Vision
During the last several years, AEDC has been in the process of

modernizing and improving its plant facilities@3#. Many of these
modifications have been investigated and made possible using a
numerical plant model. The goal of the PCS program has been to
improve the efficiency of the test facilities while increasing test
capabilities. An additional capability that could be provided is the
ability to ‘‘fly’’ the engine through flight maneuvers while in a
ground-test facility. To do so requires simulation of an aircraft
system to provide aerodynamic input to the propulsion system.
This effort will support an ultimate capability for ‘‘flight-testing’’
an engine in an altitude test cell. Engine data along with aircraft
maneuvers would be used to determine settings for the plant con-
ditions, inlet distortion, and engine services to simulate transient
flight conditions during ground-testing.

Modeling and simulation capabilities will be acquired and/or
developed for simulation of aircraft maneuvers and the environ-
ment presented to the propulsion device. The ultimate vision is to
have a simulation of the aircraft providing input into the settings
for the facility. In this way, the engine may be effectively ‘‘flight-
tested’’ while in a ground test facility. This vision will be pre-
sented in two phases. A pictorial of this vision in its simplest form,
Non-Distorted Inlet Flow, is presented in Fig. 3.

For nondistorted inlet airflow, an aircraft simulator is used to
provide the plant set conditions for either steady or transient ma-
neuvers. It is envisioned that a cockpit simulator is positioned in
the control room for an operator to effectively provide inputs as if
he were the pilot. The plant provides the conditions based on the
aircraft simulator for the inlet pressure, temperature, airflow rate,
and altitude pressure. The actual engine is then ‘‘flown’’ at the
conditions of the aircraft. The engine performance is fed back into
the aircraft simulator to provide propulsion performance to the
aircraft. Maneuvers such as zoom climbs and Mach dashes can be
effectively simulated in this sort of test configuration. More com-
plex flight profiles such as wind-up turns and gas ingestion require

Fig. 1 Typical ground test facility Õengine configuration

Fig. 2 Typical test cell configuration
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simulation of complex inlet flow distortions. The vision must be
modified for the inclusion of inlet flow distortion and will be
discussed later in the paper.

3 Technical Approach: Nondistorted Inlet Flow
As ambitious as this vision appears, there is a very logical and

inexpensive way to accomplish feasibility studies to see what is
possible with the current and future modifications to AEDC’s
ground test facilities. As a major part of the facility upgrade
project, numerical models of the existing AEDC facilities are be-
ing developed. These models are being developed in a modular
manner, which allows for proposed modifications to be easily in-
corporated into the simulation. Thus, where today’s facilities may
not support the Plant Flight Simulation Vision, modifications may

be postulated and verified using the numerical simulation without
the cost of implementing the idea via hardware. The Nondistorted
Inlet Airflow portion of the vision can thus be implemented via
the numerical simulation as illustrated in Fig. 4. To implement this
simulation, it is necessary to characterize the major sub-
simulations: the Facility Simulation, the Aircraft Simulator, the
Cockpit Simulator, the Engine Model, and the Data Analysis Man-
ager. The subsimulations described in the next several paragraphs
are typical simulations but may not necessarily be the ones used in
any implementation of the vision.

3.1 The Facility Simulation. At the heart of the described
system is the real-time mathematical model and simulation devel-
oped through the use of the MathWorks, Inc. Matlab/Simulink®
software. Under this software, system models may be created

Fig. 3 Nondistorted inlet flow plant flight simulation vision

Fig. 4 Numerical simulation of the nondistorted inlet airflow plant simulation vi-
sion
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through the use of block diagrams. Once the model is operating in
the desired manner, optimized C code may be generated directly
from these diagrams using the Real-Time Workshop® option of
the Matlab/Simulink® software package. The facility interfaces
are modeled at the graphical user interface~GUI! level using a
library of standard objects. Using the GUI, development of a real-
time model becomes a one-step process that includes: code gen-
eration; compilation and dynamic download. This allows the
model to be executed as a real-time task.

Figure 5 shows the top level of the current facility configuration
and its simulation in the Matlab/Simulink® software environment
@3#. Each rectangular box, elliptical duct or control volume, and
valve represents a masked subsystem of varying level of

complexity. From this advantage point, however, the general lay-
out of the system is clearly seen. Moving from left to right, the
A-plant and/or C-plant passes air through its ducting and then
through valves into the J1 or J2 test facilities. Upon leaving the
test facilities, the exhaust gases pass through the exhaust ducting,
valves, and finally into the exhausters.

A proposed modification is presented in Fig. 6 that includes a
cooling leg in order to provide rapid changes in inlet temperature.
The temperature changes represent extremes that the current con-
figuration may only be able to achieve by being on condition for a
long period of time. In the future upgrade to the facility, air pass-
ing through turbo expanders for additional cooling can be mixed

Fig. 5 Diagram for the J-turbine engine test facility as it currently exists

Fig. 6 Proposed future modification to the J-cells facility to allow additional cooling
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with ambient and hot air for greater temperature range capability.
The major modifications are circled in Fig. 6 for easy identifica-
tion.

3.2 The Aircraft Simulator. An aircraft simulator known
as GENESIS@4,5# has been identified and is in use at AEDC.
GENESIS is a simulation tool that can be used for the analysis of
any time varying system. While GENESIS evolved over many
years of aircraft applications, its use has become increasingly di-
versified. GENESIS comes with a large library of utility functions,
which represent the common elements comprising any dynamic
system. All dynamic utilities are self-initializing and possess the
necessary logic to handle linear model generation. The GENESIS
simulation provides the user with the capability to produce time
responses, to generate linear models, and to debug the model of a
nonlinear dynamic system. GENESIS is modular and a typical
example of an aircraft simulator is illustrated in Fig. 7. GENESIS
has been configured for the F-16 aircraft with an F110 turbofan
engine ATEST simulation. It is proposed to use this aircraft simu-
lation and the F110 engine as a demonstration of the concept.

3.3 The Cockpit Simulator. The cockpit simulator can be
obtained from commercial aircraft simulator companies. One such
example is AIRFOX @6#. AIRFOX has developed a product
known as Flightlab~illustrated in Fig. 8!, which is a high perfor-
mance, reconfigurable desktop flight simulator that optimally ful-
fills the client’s individual requirements, providing an expandable
cost-effective solution. Based on Matlab/Simulink® software
tools, aircraft models can be created by block diagrams. An air-
craft block library provides a selection of elements~e.g., engines,

gear, wind, motivators, etc.! as well as ready-for-use aircraft mod-
els. Real-time simulation is implemented including:

1. Generic cockpit instrumentation;
2. Visual system: photo realistic out-of-window view;
3. Primary controls: control stick, pedals, throttle levers;
4. Control panel: software configurable push buttons with

LCD-display on button for secondary and user-defined con-
trols.

AIRFOX® Flightlab provides real-time flight simulation with a
generic aircraft cockpit and allows mathematical aircraft models
to be modified using Matlab/Simulink® block diagrams.

3.4 The Engine Model. The engine model should be of the
type that will provide engine performance. The most likely can-
didate for this sub-system is a cycle code or component-level code
as illustrated in Fig. 9.

Any cycle code can be used. What has currently been imple-
mented is the AEDC generated ATEST~AEDC Turbine Engine
Simulation Technique! code@7#. To be complementary to the F-16
aircraft simulation with GENESIS, a simulation of the F110-GE-
129 engine has been implemented within the facility simulation as
well as GENESIS.

3.5 The Data Analysis Manager. As envisioned, this part
of the approach is basically a data handler. This may be easily
implemented with the Matlab/Simulink® environment, as part of
the plant model, or it may be a separate routine that passes data
to-and-from each of the other components. As we move on to the
more complex vision, Distorted Inlet Airflow, the Manager may
have to become more complex to be able to handle the informa-
tion from databases.

4 Nondistorted Inlet Airflow Simulation Demo
The initial portion of this vision allows for a simulation of

aircraft maneuvers without distortion present. Aircraft altitude and

Fig. 7 The aircraft simulator, GENESIS

Fig. 8 AIRFOX’s FlightLab simulator

Fig. 9 Component-level engine model representation
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speed changes can be accomplished by carefully simulating inlet
and altitude conditions (PT , TT , and P0), respectively. With
simulations of certain AEDC turbine engine test facilities, a dem-
onstration of the vision was accomplished and is presented within
this section. Two aircraft maneuvers have been chosen to be pre-
sented. The first is commonly known as a ‘‘Zoom-Climb.’’ In this
maneuver, the aircraft climbs in altitude with the goal of having
the final Mach Number the same as the initial condition. A Zoom-
Climb from an altitude of 25 000 ft to 40 000 ft at a constant Mach
Number of 0.8 was chosen and is presented in Fig. 10.

The climb was started with the aircraft flying at 25 000 ft alti-
tude Mach 0.8 level steady flight. Initially the aircraft was given a
ramp to full throttle command and then the stick was pulled back
to establish a rapid climb rate. When the aircraft reached a climb
angle of 30° relative to the ground the stick was pushed forward to
maintain a constant climb angle. At 38 000 ft altitude the aircraft
was rolled over 180° using the ailerons. The stick was then pulled
back to obtain a nearly level inverted flying condition at 40 000 ft
altitude. The aircraft was then rolled over another 180° to an up-
right condition and the nose pushed down using the stick. Adjust-

ments were then made to the stick and power level angle to es-
tablish a trim flying condition at 40 000 ft altitude Mach 0.8.

Note: The roll sequence was performed for 2 reasons:

1. Pilots do not like to experience the large negativeg’s that
would occur if the aircraft were pushed over in an upright
attitude.

2. Large negative angles of attack would be experienced by a
nonrolled maneuver severely degrading inlet performance.

Using engine inlet total pressure and temperature as well as
altitude pressure from this maneuver, the ground facility model
can be executed to determine if the aircraft maneuver can be
simulated in the real facility. The maneuver was first executed in a
model of the facility as it exists today@3#. Associated with this
configuration is the ability to mix ambient air with the conditioned
inlet air prior to the engine test cell plenum to obtain a better
temperature simulation. Prior to this configuration, inlet tempera-

Fig. 10 Altitude and Mach number conditions for zoom-climb
from 25 000 ft to 40 000 ft at Mach number of 0.8. Conditions
obtained with GENESIS flight simulator.

Fig. 11 Facility conditions for zoom climb from 25 000 ft to
40 000 ft altitude with current facility configuration
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Fig. 12 Inlet temperature conditions for zoom-climb using the
future facility configuration

Fig. 13 Altitude and Mach number conditions for Mach dash
from 0.8 to 1.2 at 25 000 ft, Altitude. Conditions obtained with
GENESIS flight simulator.

Fig. 14 Facility conditions for Mach dash from 0.8 to 1.2 at
25 000 ft altitude with current facility configuration

Fig. 15 Inlet temperature conditions for Mach dash using the
future facility configuration
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ture was controlled only by coolers and heat exchangers. The
pertinent simulation parameters are presented in Fig. 11.

As one can see, the inlet total pressure and the altitude pressure
provided by the exhaust plant follow the desired conditions, iden-
tically. However, the inlet total temperature did not follow the
desired conditions, mainly because there was no capacity with this
configuration to cool the air to the conditions required. In a pro-
posed upgrade to the facility, cooled air along with ambient air
will be able to be mixed with the conditioned air@3#. Using a
model of the proposed facility, the same ‘‘Zoom-Climb’’ was ex-
ecuted. Again inlet total pressure and altitude pressure followed
the desired conditions. The inlet total temperature, was also able
to follow the desired condition as illustrated in Fig. 12.

The second maneuver is known as a Mach Dash. The Mach
Dash was started with the aircraft flying at 25 000 ft altitude Mach
0.8 level steady flight. Initially the aircraft was given a full throttle
command, as illustrated in Fig. 13. The stick was the pushed for-
ward to keep the nose down and maintain a constant altitude.
After a short period~5 s! it was necessary to pull the stick back to
prevent the nose from rotating too far down and losing altitude.
This position was held for another 5 s when it was necessary to
rotate the nose back down to compensate for a decreased trim
angle because of the increased speed. When the desired speed of
Mach 1.2 was reached the power level was pulled back to main-
tain a constant velocity.

Again, the ground facility model was executed to determine if
the aircraft maneuver can be simulated in the facility. The maneu-
ver was first executed in a model of the facility, as it exists today
@3#. The pertinent simulation parameters are presented in Fig. 14.
As one can see, the inlet total pressure and the altitude pressure
provided by the exhaust plant follow the desired conditions, iden-
tically. The inlet temperature followed the desired path only after
the facility had been held-on condition for approximately 15 min
~cold-soaked! in order to allow the facility metal to reach an equi-
librium temperature close to that of the air. This negated any heat
transfer to the air from the surroundings and allowed the transient
to be accomplished with the prescribed temperature. The facility
model was executed again, this time with the proposed changes
that would provide additional cooling to see if these changes
would allow the transient to be performed without cold-soaking
the facility. As illustrated in Fig. 15, the inlet temperature gets
on-condition within a minute even when started near standard-day
conditions.

5 Technical Approach: Distorted Inlet Flow
A second phase of this vision is to look at facility simulation

capabilities with inlet distortion as would be produced during any
rapid maneuver. In this phase, the plant system will now include a
transient distortion generator as illustrated in Fig. 16. Instead of
the current method of producing distortion with screens, a device,

Fig. 16 Distorted inlet flow plant flight simulation vision

Fig. 17 Transient distortion generator concept. An array of
blockage elements distributed over.

Fig. 18 Inlet data obtained from tests and CFD
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yet to be designed, will be capable of changing the total condi-
tions ~both pressure and temperature! in a transient manner such
that actual flight maneuvers could be simulated.

5.1 The Distortion Generator. The transient total pressure
(PT) distortion generator focuses on three overall challenges for
future engine-airframe compatibility evaluations:~1! advanced in-
let systems featuring stealth,~2! supermaneuverability, and~3! test
and evaluation~T&E! cost reduction. Meeting these challenges
entails simulating new and uniquePT distortion patterns charac-
teristic of evolving inlet configurations. The inlet will have to
perform at extremes in flight conditions with time variation of the
PT distortion patterns@8#. The ability to vary distortion without
changing screens offers the means to reduce cost of conducting
the test portion of the T&E process. The transientPT distortion
generator development approach includes the following steps:~1!
simulation requirements definition,~2! concept identification,~3!
concept selection,~4! concept development, and~5! prototype
validation. The work has progressed into the concept development
phase, which includes subscale tests of distortion generator ele-
ments.

The selected concept used an aerodynamic blockage method to
effect distributions in total pressure. Shown in Fig. 17, the concept
uses an array of porous blockage elements that open and close in

patterns commensurate with the distortion pattern desired. The
opening angle provides the means to vary the magnitude of the
total pressure distortion. The generator may use square-shaped
elements arranged on a Cartesian grid or trapezoidal-shaped ele-
ments on a polar grid~i.e., on rings of different radii!. The concept
development experiments adopted the polar arrangement. In the
future work, analysis of the results will be used to refine the
definition of the distortion generator elements. The refinements
will include element size, plan-form shape, porosity, and arrange-
ment on the air supply duct cross section. The results will be used
in the next phase of the development, assembly and testing of a
subscale prototype distortion generator.

5.2 The Distortion Simulator. For inlet flows that are dis-
torted, the Aircraft Simulator not only provides information for
plant inlet and exit conditions, but also supplies angle-of-attack
and sideslip to a Distortion Simulator for determination of the
inlet flow distortion present. The Distortion Simulator is envi-
sioned to be a database of information correlated from both wind
tunnel tests of the specific inlet and computational fluid dynamic
calculations of that same inlet configuration. This information is
fed into a Distortion Generator that will set a distortion pattern
~includes both pressure and temperature distortion! that simulates
what is expected in flight. The real engine test article feeds back
its performance to the Aircraft Simulator and provides the propul-
sive power for the aircraft.

The Distortion Simulator is envisioned to be information col-
lated from previous wind tunnel tests and Computational Fluid
Dynamics ~CFD! simulations for the particular aircraft/inlet of
interest, Fig. 18@9#. Since CFD solutions of inlet flow fields take
many CPU processors and lots of ‘‘clock’’ time to produce, it is
envisioned that the distortion simulator will consist of previously
obtained test data and CFD solutions implemented in a database
as illustrated in Fig. 19. Once the database is populated with AIP
information, it can be used to drive the distortion generator to the
desired conditions.

5.3 Putting the Pieces Together. Even though distorted In-
flow capability of the Vision requires many hardware modifica-
tions to become reality, there are, as was the case with the Non-
Distorted Inflow Phase, facility simulations which can provide an
inexpensive way of determining the feasibility and approach of
putting everything together. An overview of the whole Vision us-

Fig. 19 Distortion simulator database concept

Fig. 20 Plant flight simulation vision. Distorted inlet flow. Numerical simulation.
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ing numerical simulations is presented in Fig. 20. The only simu-
lation that has not been discussed is the 3D compressor simula-
tion, TEACC ~Turbine Engine Analysis Compressor Code!. A
complete description of the technology behind the development of
TEACC is presented in Ref.@10#. TEACC will be used to modify
compression system maps within the engine model when distor-
tion is present. A zooming technique will be used as illustrated in
Fig. 21 to accomplish this task.

The initial activities deal with the implementation of GENESIS
within the MATLAB environment for execution with the Plant
Simulation. Plant Model passes the time-step to GENESIS for the
next time of the Aircraft Simulation. Since GENESIS was devel-
oped as a FORTRAN ‘‘stand-alone’’ program, there are integra-
tion issues. MATLAB is its own programming language, and as
such, a FORTRAN program must be implemented as a
‘‘wrapped’’ executable. Major activities are thus the proper execu-
tion of GENESIS and its execution within the MATLAB environ-
ment. The latter activities will be directed toward the development
of the Distortion Simulator Database using an established aircraft,
the F-16. This aircraft’s inlet has been extensively tested in AEDC
Wind Tunnels, but the data has not been saved from the 40-probe
rakes. Much of the data has been reduced to a distortion index that
does not quantify the AIP pressure distortion in the right form.
Thus, CFD computations will be run to populate the Distortion
Simulator for a typical maneuver.
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Transfer Function Calculations for
Aeroengine Combustion
Oscillations
Combustors with fuel-spray atomizers are particularly susceptible to a low-frequency
oscillation at idle and subidle conditions. For aeroengine combustors, the frequency of
this oscillation is typically in the range 50–120 Hz and is commonly called ‘‘rumble.’’ The
mechanism involves interaction between the plenum around the burner and the combus-
tion chamber. Pressure variations in the plenum or the combustor alter the inlet air and
fuel spray characteristics, thereby changing the rate of combustion. This in turn leads to
local ‘‘hot spots’’ which generate pressure oscillations as they convect through the down-
stream nozzle. In order to eliminate the combustion oscillations, it is essential to deter-
mine which fuel atomizers are particularly likely to lead to instability by quantifying their
sensitivity to flow perturbations. This can be done by identifying the system through
understanding the transfer function, which represents the relationship between the un-
steadiness of combustion and the inlet fuel and air. In the present work, various types of
signals are applied to produce a small change in the inlet fuel and air flow rates, the
response in the rate of heat release caused downstream was calculated and stored for
subsequent analysis. Afterwards, the system transfer function is calculated by determining
the coefficients of an IIR filter (Infinite Impulse Response) for which the output signal is
the downstream heat release rate and the input signal is the inlet flow rate. The required
transfer function then follows from the Fourier transform of this relationship. The result-
ing transfer functions are compared with those obtained by the forced harmonic oscilla-
tions at a fixed given frequency. Suitably chosen input signals accurately recover the
results for harmonic forcing at a single frequency, but also give detailed information
about the combustor response over a wide frequency range. There are two distinct forms
to the low-frequency quasisteady response. In the primary zone, the rate of combustion is
influenced by the turbulence and is enhanced when the inlet air velocity is large. Near the
edge of combustion zone, the rate of combustion depends on the mixture fraction and is
high when the mixture fraction is close to the stoichiometric value. This generates ‘hot
spots’ which convect into the dilution zone. At higher frequencies, the combustion lags this
quasi-steady response through simple lag-laws and the relevant time delays have been
identified. @DOI: 10.1115/1.1806451#

1 Introduction

The pressure oscillations induced by unsteady combustion are a
major technical challenge to the development of high performance
propulsion systems. In principle, the combustion oscillations are
driven by the resonant interaction between pressure waves and
unsteady combustion. For aero-gas turbines, combustors with
fuel-spray atomizers are particularly susceptible to a low-
frequency oscillation at idle and subidle conditions. The frequency
of this oscillation is typically in the range 50–120 Hz and is
commonly called ‘‘rumble.’’ In a previous study, it was demon-
strated that this low frequency oscillation can be established by
the interaction between unsteady combustion and pressure, the
inlet fuel and air supplies, and a downstream nozzle@1#: the pres-
sure variations in the plenum and combustor alter the inlet air and
fuel spray characteristics, thereby changing the rate of combus-
tion. This in turn leads to local ‘‘hot spots’’ which generate pres-
sure oscillations as they convect through the downstream nozzle.
If the phase relationship is suitable this upstream propagating
pressure wave re-inforces the fluctuations in the inlet flow, a com-
bustion oscillation is established.

It is known experimentally that certain atomisers are particu-
larly susceptible to combustion oscillations. In order to eliminate
these oscillations, it is important to understand the fundamental
mechanisms of the system so that undesirable phenomena can be
avoided by either redesigning the atomiser to reduce the sensitiv-
ity of the combustion to flow perturbations or by increasing the
acoustic damping, or even suppressing the instability by active
control techniques. To achieve this aim, it is essential to identify
the system through examination of the flame transfer function. In
this study, the combustion chamber can be viewed as a dynamical
system for analysis. The flow rates of inlet air and fuel are con-
sidered ‘‘input variables.’’ The observable signals that are of in-
terest, e.g., heat release rate, mixture fraction or temperature, are
regarded as output signals.

Here, a linear system is assumed since attention in this study is
restricted to the onset of the oscillation modes when their ampli-
tudes and growth rates are small. For continuous time signals, the
transfer function in frequency domain can be described as the
ratio of the Fourier transform of the output of the system, to the
Fourier transform of its input, which is our case represents the
relationship between the unsteadiness of combustion at a fixed
positionxI , and the fluctuations in inlet air flow rate,

H~v,xI !5
q̂~v,xI !

m̂a~v!
, (1)

where v is the frequency.q̂(v,xI ) is the Fourier transform of
q(xI ,t), the heat release rate at (xI ,t), andm̂a(v) the Fourier trans-
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form of the input air mass flow rate. In ‘‘rumble’’ instabilities, the
convection of gas containing nonuniform density regions or en-
tropy spots through a nozzle is a significant source of combustion
oscillations @2,3#. As the characteristic velocity of the entropy
spots is the convective speed of fluid, so for given frequency, its
characteristic length is much shorter than that of pressure wave.
To identify the instability of system, it is desirable to have the
information of ‘‘distributed’’ unsteady heat release along the di-
rection of wave propagation. This information can be obtained by
integration over the combustor cross section and usingq(x,t), the
rate of heat release per unit length of combustor, as the output
signal.

The performance of the combustor in the time domain must be
known before determining the transfer function. A seemingly
straightforward approach to obtaining the transfer function is by
means of experiments. Considering a swirl burner system as the
upstream and downstream ducts, and the flame three separate
parts, Lawn@4# investigated the response of flames to the acoustic
perturbation. With the measured empirical parameters, a predic-
tive acoustic model for this type of swirl burner can be devised.
Lieuwen and Neumeier@5# studied the response of a premixed
combustion process to imposed pressure oscillations. The result
shows that the nonlinear relationship between pressure and heat-
release oscillation plays an important role in limit cycle oscilla-
tions. Unfortunately, experimental investigation is not always fea-
sible for the problem we meet in practice. It could be an expensive
and time consuming procedure to set up a high pressure, high
temperature rig that correctly reproduces the engine conditions.
Experimental investigations of potentially unstable system are
prone to unwanted, high amplitude oscillations which can break
the hardware. Moreover, many of the flow parameters of interest
are not easy to measure. Nowadays, CFD provides a flexible, low
cost tool as a supplement to direct measurement. A method has
been presented by Bohn et al.@6# to predict the dynamic flame
behavior by means of unsteady combustion simulation. After a
steady-state solution, a sudden change in the mass flow rate at the
atomizer is imposed. The frequency response to this disturbance
represents the dynamic behavior of the flame@7,8#. With the prop-
erties of combustion system described by multiport networks,
Polifke et al.@9# suggested that the transfer matrices can be deter-
mined from time-dependent numerical simulation of the multi-
port’s response to a perturbation of boundary conditions. Recently,
several attempts have been made to study flame response under
forcing or flame transfer functions with large eddy simulations
~LES! @10,11#. It is demonstrated that this technique has the po-
tential to provide reliable information for fully understanding
combustion instability in gas turbines. In our previous work, CFD
was used to calculate the unsteady flow in the combustor. Through
calculations of the forced unsteady combustion resulting from the
specified time-dependent variation in the fuel and air supplies, we
were able to identify the main source of the unsteady heat release.
Forcing harmonically at a specified frequency gives information
on the transfer function between rate of heat release and the air
flow rate through the atomizer. However, there are two drawbacks
in this method. One is that the flow must be calculated for many
cycles after the start of the excitation before the steady-state re-
sponse to harmonic forcing is obtained. This means that the com-
putations are very time-consuming, and it is not feasible to inves-
tigate a wide range of flow conditions. Another is that only the
transfer function for one particular frequency can be calculated at
a time. This is not convenient if the flame response is to be incor-
porated into a linear stability analysis to predict the frequencies of
self-excited oscillation. Then the flame transfer function is re-
quired as a function of~complex! frequency. Thus, it is desirable
to develop the new approaches to determine the system transfer
function. Afterwards, the flame transfer function can be intro-
duced into a one dimensional linear stability analysis of the flow

in the combustor, to interpret the numerical results, understand
the feedback mechanisms, and to investigate the susceptibility to
instability.

In the next section, the CFD models and the results of harmonic
forcing calculations at a particular frequency will be described.
These results are used as a benchmark for the other cases. In Sec.
3, the air supply was modulated by a small amplitude impulse,
and the response of downstream flow was recorded for subsequent
analysis. The system transfer function is calculated with the use of
an IIR filter ~Infinite Impulse Response! for which the output sig-
nal is the downstream responses and the input signal is the im-
pulse function. In Sec. 4, two other forms of input signals, con-
taining information at a range of frequencies plus noise, are used
to calculate the transfer function. These methods give reliable in-
formation of the combustion response across a wide frequency
bandwidth. Finally, general conclusions and further work are
discussed.

2 Harmonic Forcing Calculations
As in previous work, the CFD calculation has been conducted

in the idealised 2D axisymmetric annular combustor shown in Fig.
1. Fuel and air are injected through inlets 1 and 2 and dilution air
through ports 3–10. The boundary conditions are specified to be
representative of an aero-engine at idle. A contour plot of a typical
mean temperature distribution is shown in Fig. 2 for cross-
referencing in following discussion. More information on the
CFD algorithm and boundary conditions can be found in Zhu
et al.@12#. Although quite simple models are used here to describe
spray, turbulence, and combustion processes, it is worth empha-
sizing that the same methods can in principle be applied to deter-
mine the transfer function from more advanced CFD methods
including LES. This system has the very convenient characteristic
that when an open-end boundary condition of constant pressure is
applied at the combustor exit, the flow is stable and perturbations
decay @12#. However, self-excited oscillations occur when the
boundary condition is modified to describe the effects of the
choked turbine downstream@1#. The mean flow is unaltered and
the flame transfer function can be determined by forcing stably
combusting flow.

Fluid flows are distributed and so this system is clearly multi-
input and multi-output. It is therefore important to choose the
input and output variables so that they capture the major dynamics
of the system. In our previous study, it was demonstrated that the
air mass flow rate through the atomizer has a significant influence
on the unsteady combustion. It not only alters the air–fuel ratio in
the combustion zone, but also leads to a variation of droplet size
distribution. Therefore, the air mass flow rate at inlets 1 and 2 is
chosen as the input signal. For the frequency range of interest for
the ‘‘rumble’’ phenomenon~up to 150 Hz!, the atomizer is very
small in comparison to the acoustic wavelengths, we therefore
assume that its response can be modeled quasisteadily. Hence, in
calculations, when the total pressurep0(t) at the inputs 1 and 2 is
varied, the air mass flow rate,ma(t), is traced according to a

Fig. 1 Schematic diagram of the geometry
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specified discharge relationship. An empirical correlation~Eq. ~2!
of Ref. @1#! is used to describe the change this causes in the SMD
of inlet fuel droplets. Once the Sauter mean diameterD̄32 is ob-
tained, the droplet size distribution is assumed to vary with SMD
according to the nondimensional expression

dV

V
513.5S D

D̄32
D 3

expS 23S D

D̄32
D D dS D

D̄32
D , (2)

wheredV/V is the volume fraction occupied by droplets within
the size rangeD to D1dD. We use Eq.~2! andD̄32 to relate the
fuel droplet size to the instantaneous air and fuel flow for low
frequency fluctuations. Since the unsteady combustion is the driv-
ing mechanism, it is appropriate to choose a measure of the heat
release rate as the output signals.

The shape of the input signal has a very substantial influence on
the observed data. It determines the operating points of the system
and which parts and modes of the system are excited. The advan-
tage of CFD is that it is convenient to set up various shapes of
input signal for investigation. In general, if the frequency in which
we are particularly interested is known, detailed information about
the system at this frequency can be obtained from a calculation
with sinusoid forcing. Here we know that the frequency of the
combustion oscillation at the idle condition is in the range 50–120
Hz. Thus the harmonic forcing of the inlet flow is implemented by
the stagnation pressure at inlet to ports 1 and 2 as

p0,12~ t !

p̄0,12
511a sin~2p f t !. (3)

Figure 3 gives time traces of mixture fraction, scalar dissipa-
tion, and heat release rate for forcing at a frequencyf equal to 50
Hz and amplitudea of 0.02. Results are given for two sample
points. As shown in Figs. 1 and 2, the point A is within the recir-
culation zone, while the point B is near the tip of the flame. An
increase inp0(t), the total pressure of the air supply, leads to
more air through the atomizer. In these sample results, the peak-
to-peak fluctuation amplitude is equivalent to 15% of the mean
value of the air mass flow rate. An increase in the atomizer air
flow rate leads to a decrease in SMD of the inlet fuel droplets@see
Fig. 3~a!#. These smaller droplets evaporate quickly, increasing
the gaseous mixture fraction in the recirculation zone with a re-
circulation time delay as shown in Fig. 3~b!. At point A, the mix-
ture fraction is larger than the stoichiometric value 0.06 and so an

increase in the mixture fraction tends to reduce the rate of com-
bustion. Turbulence has the opposite effect: an increase in inlet air
velocity, increases the shear and hence the turbulence scalar dis-
sipation rate@Fig. 3~c!#. Through the laminar flamelet modelling
this tends to increase the rate of combustion. We see in Fig. 3~d!
that the scalar dissipation has most effect. At point B, the scalar

Fig. 2 Contour plot of the mean temperature distribution chamber at idle condi-
tions. The black line indicates the mean position of the stoichiometric curve and
arrows denote the direction and magnitude of the mean velocity.

Fig. 3 Sinusoidal changes of the total pressure in the atom-
iser air inlet lead to oscillations in the mixture fraction, scalar
dissipation, and heat release rate at points A and B
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dissipation is small and the variation in mixture fraction has most
effect on the rate of combustion. Since the mixture fraction is
richer than stoichiometric, the increase in mixture fraction tends to
reduce the rate of combustion.

In the simulation, the input and output signals are obtained by
utilizing the sampled signals at discrete times. The values of the
variables are evaluated at successive time intervals. It is important
to select the sampling period so that the information losses are
insignificant. For a sampling frequencyf s of 2 kHz, the Nyquist
frequency is 1 kHz. The frequency response can be highlighted by
evaluating the Fourier transforms ofq(x,t), the rate of heat
release/unit length of combustor and the inlet air flow rate, and the
input forcing signal

H~v,x!5
q̂~v,x!

m̂a~v!
5

(
k51

K

q~kT!z2k

(
k51

K

ma~kT!z2k

, (4)

wherez5eivT, andT is the sampling period. The magnitude and
phase of the transfer functionq̂(v,x)/m̂a(v) at the forcing fre-
quency are plotted in Fig. 4. Two regions with distinct and differ-
ent forms of flame response are now evident. The gradual de-
crease in phase seen clearly throughout the regionx.0.12 m
indicates a convective time delay. The phase shift around 0.05 m
indicates that the heat release is controlled by different mecha-
nisms in the primary zone and the dilution zone as we discussed
with reference to Fig. 3. This result will be used as the benchmark
for comparison with those in Secs. 3 and 4.

3 Infinite Impulse Response
The transfer function between the rate of heat release and the

air flow rate through the atomiser has been calculated. However,
there are two drawbacks to this method. One is that the computa-
tions are very time-consuming, and it is not feasible to investigate
a wide range of flow conditions. Another is that only the transfer
function for one particular frequency can be calculated at a time.

This is not convenient and thus, it is desirable to develop a new
approach to determine the system transfer function.

Theoretically, the response of a linear system to an impulsive
excitation plays an important role in the study of a linear system.
The impulse function or Dirac delta functiond(t) can be defined
as follows:

d~ t !50 if tÞ0, and E
2`

`

d~ t !dt51. (5)

It is well known that a linear, time-invariant, causal system can be
described by its impulse response. Of course we cannot apply
such an impulse to a CFD calculation. Instead we use a short
duration pulse; the time duration of the pulse is chosen to be short
enough to contain the frequencies in which we are interested. The
other conditions are the same as for the harmonic forcing calcu-
lation. The air mass flow rate at the inlet is shown in Fig. 5~a!. The
amplitude of the pulse leads to 30% change in inlet air flow rate.
The pulse duration is 0.4 ms. The output signalq(x,t) at a sample
downstream location is shown by a solid line in Fig. 5~b!. The
perturbation and its time delay are clearly demonstrated.

Since the response to the pulse is of such short duration, we
first process the signals in the time domain before applying the
Fourier transform. The linear relationship between an output sig-
nal q(x,t) and an inputma(t) can be expanded in the form of an
IIR ~Infinite Impulse Response! filter @13# by writing

q~x,nT!5(
i 50

I 21

ai~x!ma@~n2 i !T#1(
k51

K

bk~x!q@x,~n2k!T#.

(6)

The coefficientsai(x) andbk(x) for eachx position and the order
of the filter (I ,K) are found by fitting the right-hand side of Eq.
~6! to q(x,nT). The least mean square algorithm is employed for
the coefficient optimization. In order to examine the success of the
filter, the output signals in time domain, which are obtained from
the IIR filter in Eq.~6!, are compared with the CFD results. Figure
5~b! shows a sample comparison withI 58 K58. It can be seen
that they are in good agreement.

Fig. 4 The transfer function between the heat release rate per
unit length and the sinusoidal changes of air flow rate through
the atomizer at the forcing frequency of 50 Hz

Fig. 5 „a… The air mass flow rate at the inlet boundary as the
impulse function was applied. „b… The downstream response of
the heat release rate at the location xÄ0.088 m, where the solid
lines indicate the result from the CFD calculation and dashed
line indicates that from the IIR filter in time domain.
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Once the coefficients in the IIR filters are known, the transfer
functions between the heat release rate and air flow rate through
the atomizer can be calculated. By taking the Fourier transform
and assuming zero initial conditions, the frequency domain trans-
fer function of the digital system can be written as

H~v,x!5
q̂~v,x!

m̂a~v!
5

(
i 50

I 21

ai~x!z2 i

12(
k51

K

bk~x!z2k

. (7)

For the particular frequency of 50 Hz, as used in the harmonically
forced calculation, the results are shown in Fig. 6. It can be seen
that their main features agree quite well although there is some
deviation at a few axial positions. Compared with the calculation
for harmonic forcing, the computing time for the case of an im-
pulse is significantly reduced, particularly for the low frequencies
oscillation considered here. Furthermore, the transfer function
is determined as a general function of frequencyv by Eq. ~7!
thereby giving broadband information on the flame transfer
function.

4 Other Input Signals
In the last section, the impulse response method was found to

have the advantage of requiring a short time sequence for the
calculation of the transfer function. However, this method does
require that the noise level in the system be low. The error caused
by the noise is inversely proportional to the amplitude of the pulse
@14#. In practice, the input signal amplitude is constrained to be
low enough for the physical system to respond in a linear way.
This is a basic weakness and many physical processes do not
allow pulse inputs of such an amplitude that the error is insignifi-
cant compared to the impulse response coefficients.

In order to overcome this difficulty, it is worthwhile to design
the input signals carefully so as to generate data that are suffi-
ciently informative. Consider changes to the inlet stagnation pres-
sure of the from

p0,12~ t !

p̄0,12
511au~ t !, (8)

wherep̄0,12 is unperturbed mass flow rate. There are many differ-
ent design methods for choosing the nondimensional function
u(t). Two kinds of input signal shapes have been tried out in the
CFD simulations. One is based on the random binary signal,
which is written as

u~nT!5
1
2~u11u2!1

1
2~u12u2!sign@R~w~nT!!#,

and

n51, . . . ,N, (9)

whereu1 andu2 are two permitted input levels, which are chosen
to be zero and unity here, respectively, andw(nT) is the
computer-generated sequence of random numbers chosen from a
normal distribution with mean zero and variance one, which is
filtered by the digital filterR. Different spectral characteristics can
be realized by choice of this filter. Here a Butterworth filter with a
pass-band frequency range of 0–200 Hz was chosen in the calcu-
lation. The input signal is shown in Fig. 7~a!. The resulting varia-
tions in the inlet air mass flow rate and the Sauter mean diameter
of the fuel droplets are shown in Figs. 7~b! and 7~c!.

The other input signal we used here is the sum of sinusoidal
signals, before normalization it can be written as

u~nT!5(
k51

K

sin~2p~n21!vkT12pw~k!!,

and

n51, . . . ,N, (10)

whereK is the number of sinusoids which are equally spread over
the passband.v1 and v2 are the lower and upper limits of the
passband, andvk5v11k(v22v1)/K, k51, . . . ,K. w(k) de-
scribes the phase of thekth sinusoid att50 and is a random
number chosen from a uniform distribution on the interval zero
and unity. The harmonic forcing signal can be seen as a special
case of Eq.~10! with K unity. The random sum of sinusoids sig-
nal, v150 v25500 HzK520, is shown in Fig. 8~a!. The result-

Fig. 6 The transfer function between the heat release rate per
unit length and the sinusoidal changes of air flow rate through
the atomizer at frequency 50 Hz, where the dashed lines indi-
cate the result from the harmonic forcing calculation and solid
lines indicate that from the IIR filter

Fig. 7 The variations of the total pressure, air mass flow rate,
and the Sauter mean diameter in the atomizer inlet due to the
forcing of the random binary signal
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ing variations of the inlet air mass flow rate and the Sauter mean
diameter are shown in Figs. 8~b! and 8~c!. From Figs. 7 and 8, it
can be seen that the atomizer is more sensitive to low frequencies,
and acts like a low-pass filter. A sudden change of the total pres-
sure in the binary signal case leads to a more gradual rise in
amplitude of the air mass flow rate and a reduction in Sauter mean
diameter.

The ARX model is used in the transfer function calculation
@15#. This means the transfer function is written in the form of an
IIR filter, with additional noise, i.e.

q~x,nT!5(
i 50

I 21

ai~x!ma@x,~n2 i 2N!T#

1(
k51

K

bk~x!q@x,~n2k!T#1e~nT!. (11)

The errore(t) is assumed to be uncorrelated toq(x,t) and inde-
pendent of frequency. Here AR refer to the autoregressive part
~i.e., the earlier output signals! (k51

K bk(x)q@x,(n2k)T#, andX to
the extra input( i 50

I 21ai(x)ma@x,(n2 i 2N)T#. The numberN is
the number of delays from input to output. The predicted transfer
functions at 50 Hz, calculated with the random binary signal and
the sum of sinusoid signal inputs, are shown in Figs. 9 and 10,
respectively. In order to make a comparison, the result obtained
from the harmonic forcing calculation in Sec. 2 is also plotted
with a dashed line. In both cases, they are in very good agreement.
The harmonic and designed forcing signals take similar comput-
ing times and it can be seen that they give comparable results for
the flame transfer function at this frequency. However, with de-
signed forcing signals, the transfer function is determined as a
function of frequency, such as Eq.~7!, and is convenient for sys-
tem identification.

The main advantage of these more carefully designed forcing
signals is that, in a single calculation, they provide broadband
frequency information. The frequency variation of the transfer
function between the rate of heat release and the inlet air flow rate
can be calculated directly from Eq.~7!. Figure 11 shows this flame
transfer function for point A in Fig. 1, a typical location in the

primary zone, derived from the results of forcing by the sum of
sinusoidal signals. We see clearly that at low frequencies the rate
of heat release is in phase with the inlet air velocity. This is direct
confirmation of mechanism we identified at point A in Fig. 3: an
increase in inlet air velocity, increases the shear and hence the
turbulence scalar dissipation rate, which increases the rate of the

Fig. 8 The variations of the total pressure, air mass flow rate,
and the Sauter mean diameter in the atomizer inlet due to the
forcing by the sum of the random sinusoids

Fig. 9 The transfer function between the heat release rate per
unit length and the sinusoidal changes of air flow rate through
the atomizer at frequency 50 Hz, where the dashed lines in-
dicate the result from the harmonic forcing calculation and
solid lines indicate that from the random binary signal forcing
calculation

Fig. 10 The transfer function between the heat release rate per
unit length and the sinusoidal changes of air flow rate through
the atomizer at frequency 50 Hz, where the dashed lines indi-
cate the result from the harmonic forcing calculation and solid
lines indicate that from the sum of the random sinusoids forc-
ing calculation
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combustion. This can also be demonstrated by the magnitude and
phases of the frequency responses of local heat release rate, mix-
ture fraction and scalar dissipation in Fig. 12.

As the frequency increases, the phase of the transfer function
tends to decrease linearly, representing a time-delay. Throughout
the primary zone, the time delay between the rate of heat release
and the inlet air velocity is approximately constant at 1.5 ms a
typical recirculation time. At higher frequencies, we see that the

magnitude of the transfer function decreases withv and the phase
reduction is less than linear. This structure is typical of a lag-law.
For example, a first-order lag-law with system response

t
dq~ t !

dt
1q~ t !5kṁa~ t !, (12)

where t is the time constant and,k5q̄/m̄a , has the frequency
response

H~v,xi !5
k

11 ivt
. (13)

The magnitude of this transfer function isk/(11v2t2)1/2; its
phase is2vt for vt is small and tends to290° for largevt.
Figure 11 shows similar trends, but the amplitude decays some-
what faster with frequency and the phase more slowly.

The magnitude and phase of the frequency response of local
heat release rate, mixture fraction and scalar dissipation at point B
are shown in Fig. 13. As we noted in the discussion of Fig. 3, at
this location, the rate of heat release is mainly influenced by the
mixture fraction. From the phase plot we see that at zero fre-
quency the rate of heat release tends to be 180 deg out of phase
with the inlet air velocity. Again this reinforces our understanding
of the important combustion response. In this region the maxi-
mum rate of heat release occurs when the inlet air velocity is low
and hence the SMD of fuel droplets is large. When the mixture
fraction decreases to the stoichiometric value, the heat release rate
is increased due to complete chemical reaction. This generates
‘‘hot spots’’ with the opposite phase of that in primary zone propa-
gate to the downstream dilution zone.

The flame transfer function for a downstream location is shown
in Fig. 14. As the frequency increases, there is again a linear
reduction in phase like a lag-law. At low frequencies, the rate of
heat release/unit area again tends to be 180° out of phase with the
inlet air velocity: a trend we saw in Fig. 4. The lag-time can be
estimated from the phase plot in Fig. 14. It is 3.5 ms at this axial
location. In Fig. 15, the variation of the lag-timet(x) with the
axial coordinate is demonstrated. It increases approximately lin-
early with x in this downstream region. The propagation velocity
can be estimated in terms of its slopedx/dt. For the current flow

Fig. 11 Magnitude and phase of the transfer function between
heat release rate per unit length and air flow rate through the
atomizer, for a location x 0Ä0.014 m in the primary zone, calcu-
lated by forcing by the sum of random sinusoids

Fig. 12 Magnitudes „a… and phases „b… of the frequency re-
sponse of local heat release rate, mixture fraction, and scalar
dissipation calculated by forcing by the sum of sinusoids at
point A in Fig. 1

Fig. 13 Magnitudes „a… and phases „b… of the frequency re-
sponse of local heat release rate, mixture fraction, and scalar
dissipation calculated by forcing by the sum of sinusoids at
point B in Fig. 1
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conditions, it is about 168 m/s, which is in good agreement with
CFD results for flow velocities near the combustor center-line. We
see that the amplitude of the flame response decreases at higher
frequencies and that phase reduction is less than linear, once
again, reminiscent of lag-laws.

5 Discussion and Conclusions
In order to understand and eliminate combustion oscillations, it

is essential to identify the system through understanding the trans-

fer function, which represents the relationship between the un-
steadiness of combustion and the flow rates of inlet fuel and air.

In current work, the transfer function between the heat release
rate per unit length and the air flow rate through the atomizer has
been investigated through time-dependent CFD calculations of the
combustion processes. Four types of inlet forcing signals were
investigated in this study. Each of them has some advantages and
disadvantages. First, the transfer function was calculated based on
results for harmonic forcing frequency. This gives detailed infor-
mation about the system at the single forcing frequency. The dis-
advantage of this method is that the computations are time-
consuming and the transfer function for only one particular
frequency can be determined at a time. To reduce the computation
time, the transfer function is calculated through the use of an IIR
filter for which the output signal is the downstream response and
the inlet is a short-duration pulse. Although at a single frequency
the results are comparable with those obtained by harmonic forc-
ing at same frequency, the influence of noise in the short-duration
signal is obvious. Finally, two carefully chosen input signals were
studied. These contain the information on the range of interesting
frequencies and have a longer time duration. Two kinds of signals
were employed: the random binary signal and the sum of the
sinusoidal signals. The influence of noise in the CFD calculation
was considered in the transfer function calculation. The results
show that they are in good agreement with those obtained from
the harmonically forced oscillations. The transfer function is de-
termined as a function of frequency. The calculation CPU time
and resulting errors in the transfer functions for the four cases are
summarized in Table 1. Here the errord is based on the mean-
square error in comparison with the harmonic forcing calculation
at 50 Hz, and can be written as

d5
1

N (
i 51

N UH~v,xi !2Hharmonic~v,xi !

Hharmonic~v,xi !
U2

. (14)

The advantages and weaknesses of each methods are clearly dem-
onstrated by the numerical information in Table 1.

The transfer function we obtained through this study has helped
us to understand the combustion oscillation better. We found that
in the primary zone quasisteady response of the rate of heat re-
lease is in phase with the inlet air flow rate, higher inlet air ve-
locities resulting in more turbulence and hence an enhanced rate
of heat release. At higher frequencies the combustion response
displays typical dynamics of a simple lag-law. Near the edge of
combustion zone, the unsteady heat release is due to variations in
mixture fraction around the stoichiometric value, which is in-
creased by low inlet velocities leading to fuel droplets with large
SMD. The important time delays to the ‘‘hot spots’’ propagation
can be identified from the combustion response at higher frequen-
cies. It is consistent with a convection time delay emanating from
CFD calculations.

Several methods for calculating the transfer function have been
developed in the present study. In later work, these results will be
combined with a one-dimensional linear stability analysis to give
predications for instability onset and the frequencies of oscilla-
tion. We anticipate that this approach will be particularly useful
when the calculation is extended from an axisymmetric geometry
to three dimensions. Then it will be very time consuming to use
numerical simulations to investigate self-exciting oscillations, but
the integration to calculation flame transfer functions using CFD
and a linear stability analysis provides a feasible method@16#.

Fig. 14 Magnitude and phase of the transfer function between
heat release rate per unit length and air flow rate through the
atomiser, for a location x 0Ä0.226 m in the dilution zone, calcu-
lated by forcing by the sum of random sinusoids

Fig. 15 The lag-time t against axial coordinate

Table 1 The CPU time and calculation deviation

Case Forcing* Impulse Binary Sin

tc hr 96.0 30.0 170.0 170.0
d 0.0 2.114 0.081 0.101

*at a single frequency.
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Nomenclature

a 5 coefficient of IIR filter
b 5 coefficient of IIR filter
D 5 fuel droplet diameter

D̄32 5 Sauter mean diameter
f 5 frequency, Hz

H 5 flame transfer function
ma 5 inlet air mass flow rate
p0 5 inlet total pressure
q 5 rate of heat release
r 5 radial coordinate
R 5 digital filter
t 5 time

T 5 sampling period
u 5 nondimensional forcing signal
V 5 droplet volume
x 5 axial coordinate
z 5 complex numbereivT

d 5 delta function
v 5 complex frequency
t 5 time lag
s 5 error estimate

Subscripts

¯ 5 time average
ˆ 5 complex amplitude
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Rich-Catalytic Lean-Burn
Combustion for Low-Single-Digit
NOx Gas Turbines
A new rich-catalytic lean-burn combustion concept (trademarked by PCI as RCL) was
tested at industrial gas turbine conditions, in Solar Turbines’ high-pressure (17 atm)
combustion rig and in a modified Solar Turbines engine, demonstrating ultralow emis-
sions of NOx,2 ppm and CO,10 ppm for natural gas fuel. For the single-injector rig
tests, an RCL catalytic reactor replaced a single swirler/injector. NOx,3 ppm and
CO,10 ppm were achieved over a 110°C operating range in flame temperature, including
NOx,1 ppm at about 1350°C flame temperature. Combustion noise was less than 0.15%
peak to peak. Four RCL catalytic reactors were then installed in a modified (single can
combustor) engine. NOx emissions averaged 2.1 ppm over the allowable operating range
for this modified engine, with CO,10 ppm and without combustion noise (less than
0.15% peak to peak).@DOI: 10.1115/1.1787510#

Introduction

Background. In the last ten years, gas turbine operators have
had to comply with increasingly strict exhaust emissions regula-
tions. The exhaust constituents of greatest concern are oxides of
nitrogen (NOx) that can act as smog precursors. To date, improve-
ments in gas turbines have resulted in impressive NOx emissions
reductions to levels below 25 ppm using lean-premixed combus-
tion of natural gas. Despite the large reductions achieved in gas
turbine NOx emissions, there are areas in the U.S. that have even
more stringent requirements. Massachusetts and Texas are moving
toward NOx emissions requirements of 9 ppm or less, while areas
in California require NOx emissions as low as 2.5 ppm. In general,
NOx emissions limits have been tightening continuously over the
last ten years with California air quality agencies leading the way.
This trend is expected to continue.

Catalytic combustion has the potential to provide the needed
step change reduction in NOx emissions down to low single digit
levels. The use of a catalytic reactor within the combustion system
allows combustor flame temperature~and thus NOx emissions! to
be maintained at levels lower than in today’s lean-premixed com-
bustors. Methane and natural gas fuels have been the recent focus
of interest, because natural gas is currently the low-emissions fuel
of choice for power-generating gas turbines.

For methane oxidation under fuel-lean conditions, however,
only Pd-based catalysts are currently practical, because only they
offer acceptable activity, lightoff temperature, and resistance to
volatilization @1–3#. Unfortunately Pd-PdO catalyst morphology
and its reactions with methane are complex, and lead to complex
behaviors such as deactivation at high temperature~above about
750°C/1380°F!, hysteresis in reaction rate over heating and cool-
ing cycles @4–7#, and oscillations in activity and temperature
@8–11#. In addition, lightoff and extinction temperatures are well
above 300°C~570°F! for fuel-lean reaction on Pd-based catalysts,
thus requiring the use of a preburner in many engine applications
@12,13#.

In addition to these catalyst challenges, commercial acceptance

of catalytic combustion by gas turbine manufacturers and by
power generators has been slowed by the need for durable sub-
strate materials. Of particular concern is the need for catalyst sub-
strates which are resistant to thermal gradients and thermal shock
@12,14,15#. Metal substrates best fill this need, but their tempera-
ture must be limited to less than 950°C~1750°F! to assure suffi-
cient material strength and long life. Downstream of the catalyst,
combustion temperatures greater than about 1200°C~2200°F! are
required for gas-phase reactions to complete the burnout of fuel
and CO in a reasonable residence time~on the order of 10 ms!.
Thus only a portion of the fuel can be reacted on the catalyst.

A major challenge, then, is to limit the extent of reaction within
the catalyst bed such that excessive heat does not damage the
catalyst or substrate, yet release sufficient heat that downstream
gas-phase combustion is stabilized under ultralow emission con-
ditions. For systems which lean-premix fuel and air upstream of
the catalyst, the degree of reaction can be limited by chemical
reaction rate upon the catalyst, or by channeling within the reactor
such that only a limited fraction of the fuel contacts the catalyst.
In all cases, however, it is imperative that gas-phase reactions do
not occur within the catalyst bed, since this implies a loss of
reaction limitation and ultimate overtemperature and failure of the
catalyst bed. Preventing such gas-phase reactions is especially
challenging in applications to advanced, high-firing temperature
turbines, where fuel/air ratios in the catalyst-bed are well within
the flammability limits.

Fuel-Rich Catalyst Systems. An alternative means to limit-
ing the extent of reaction is to operate the catalyst fuel rich. In this
scenario, there is insufficient oxygen to fully oxidize all fuel in the
catalyst bed, and the extent of reaction is therefore limited even if
gas-phase reactions occur. To use a fuel-rich catalyst bed in a
catalytic combustion system, additional air is introduced down-
stream of the catalyst so that combustion completion can occur
fuel lean. Based on this concept, fuel-rich catalytic reactors were
tested by NASA and contractors for liquid fuel applications, and
showed good soot-free performance@16,17#. An examination of
fuel-rich catalysis on a variety of liquid fuels was also conducted
at Yale University under support from NASA@18#. Like the
NASA results, this work showed soot-free catalyst performance
on a range of fuel types, including a surrogate jet fuel. United
Technologies Research Center@19# also investigated fuel-rich
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catalytic reaction of liquid fuels, to reduce downstream thermal
NOx generation by removing some heat of reaction prior to gas-
phase combustion.

For these liquid fuel applications, ultralow NOx emissions~,3
ppm! have not been considered feasible because of these fuels’
propensity for autoignition during mixing with additional combus-
tion air downstream of the catalyst. Even for natural gas fuel,
previous systems have not permitted mixing of raw catalyst efflu-
ent with additional combustion air. For example, Acurex tested a
two-stage natural gas combustion system having a fuel-rich cata-
lyst stage followed by interstage heat extraction@20#. Additional
combustion air was introduced only after heat extraction, and
prior to a final fuel-lean catalytic combustion stage.

For natural gas fuels, however, we have found that it is possible
to mix catalyst effluent with additional combustion air without
incurring autoignition@21#. This is possible because significant
improvement in combustion stability is imparted to the down-
stream fuel-lean combustion even at catalyst effluent temperatures
well below the instantaneous autoignition temperature of the ef-
fluent. Autoignition delay time is plotted in Fig. 1 for a represen-
tative natural gas composition (94.9% CH4 , 3.1% C2H6 ,
0.65% C3H8 , 0.3% C4H10, 0.1% C5H12, 0.1% C6H14,
0.05% C7 , and higher-order hydrocarbons, and 0.8% diluent!
mixed with air at 0.5 equivalence ratio, 15 atm pressure, and
varying temperature. The delay times were calculated using the
correlation of Spadaccini and Colket@22#, and approximately rep-
resent the delay time of catalyst effluent after heating by catalytic
reaction ~vitiation is neglected here!. For temperatures below
700°C~1290°F! the autoignition delay time is greater than 25 ms,
and for temperatures below 650°C~1200°F! the delay time is
greater than 75 ms. These delay times are far greater than the
2–5-ms residence time required to mix catalyst effluent with final
combustion air, and are also greater than the typical 10–20 ms
residence time of gas turbine combustors.

A simple stirred-reactor combustion model demonstrates that
combustion stability is significantly improved when catalytic pre-
reaction heats the combustor inlet gases to temperatures in the
range of 700°C/1290°F~well below the instantaneous autoignition
temperature!. A schematic of the stirred-reactor model is shown in
Fig. 2. Here, methane and air enter a catalytic reactor at 400°C
~752°F! and 15 atm pressure, and are partially reacted to provide
an increased inlet temperature to a perfectly stirred reactor~PSR!
having 0.5-ms residence time for gas-phase combustion reactions.

The Stanjan equilibrium calculation code@23# and the JANAF
thermodynamic data base@24# were used to calculate inlet tem-
perature and composition to the stirred-reactor for varying degrees
of reaction over the catalyst, and for varying methane/air equiva-
lence ratios, assuming full oxidation products only~no CO or H2)
and zero heat loss. Stirred-reactor calculations were performed

using the perfectly stirred reactor~PSR! chemical reaction model
from Sandia National Laboratories@25#, together with the GRI-2.1
set of gas-phase reaction mechanisms@26#.

For each different inlet temperature to the stirred reactor, PSR
calculations were initially performed for high equivalence ratio,
well above lean blowout. This result was then used as a restart
~initial guess! for a PSR calculation at an incrementally lower
equivalence ratio, and the process was repeated until the lean
blowout point, where reactions in the PSR are extinguished, was
found. In this manner, the curve in Fig. 3 was generated, showing
the gas temperature~‘‘flame’’ temperature! within the PSR reactor
at imminent blowout as a function of gas temperature entering the
PSR reactor. Note that a 400°C~752°F! inlet temperature to the
catalytic reactor is assumed, so that increased inlet temperature to
the PSR reactor implies greater catalytic pre-reaction, and greater
vitiation of the fuel/air mixture at the PSR inlet.

As seen in Fig. 3, increased inlet temperature improves com-
bustion stability and reduces the lean blowout limit: for example,
with catalytic pre-reaction providing 700°C~1290°F! inlet tem-
perature to the PSR, combustion reactions are sustained at a tem-
perature that is 55°C~100°F! lower than the minimum stable com-
bustion temperature without catalytic pre-reaction. At the same
time, the 25-ms autoignition delay time at 700°C~1290°F! per-
mits complete mixing of fuel-rich catalytic reaction products with
final combustion air, allowing ultralow NOx emissions from a
well-mixed and stable lean combustion zone downstream of the
catalyst.

Rich-Catalytic Lean-Burn „RCL … Combustion. In this pa-
per, we present results from full-pressure, full-scale testing of a
new rich-catalytic lean-burn~RCL! combustion system based on
this concept of stabilizing combustion with catalyst effluent hav-
ing a temperature below the instantaneous autoignition tempera-
ture. The RCL system is shown schematically in Fig. 4. As shown,

Fig. 1 Autoignition delay time for natural gas, as a function of
fuel Õair mixture gas temperature

Fig. 2 Schematic of simple stirred-reactor model for calculat-
ing effect of catalytic pre-reaction on combustion stability „lean
blowout …

Fig. 3 Gas temperature „‘‘flame’’ temperature … within PSR re-
actor at imminent blowout, as a function of PSR inlet tempera-
ture „catalyst exit temperature …
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the combustion air stream is split into two parts upstream of the
catalyst. One part is mixed with all of the fuel and contacted with
the catalyst, while the second part is used to backside cool the
catalyst. At the exit of the reactor, the catalyzed fuel/air stream
and the cooling air are rapidly mixed to produce a fuel-lean, re-
active mixture prior to final combustion. Note that the catalyst is
cooled only by primary combustion air, so that no heat is extracted
from the system.

With this approach, the fuel-rich mixture contacting the catalyst
has insufficient oxygen to completely oxidize all of the fuel, thus
limiting the extent of catalyst-stage reaction and enabling limita-
tion of the catalyst-stage operating temperature to a safe value.

Fuel-rich operation of the catalyst provides significant catalyst
advantages, including wide choice of catalyst type~non-Pd cata-
lysts are active to methane under fuel-rich conditions!, improved
catalyst durability~nonoxidizing catalyst environment!, and low
catalyst lightoff and extinction temperatures. Catalyst extinction
temperature is particularly low, and is generally less than 200°C
~400°F! for the precious-metal catalysts used in the work reported
here~that is, once the catalyst has been lit off, the catalyst remains
lit at inlet air temperatures as low as 200°C/400°F!. It should also
be noted that for catalytic combustion of sulfur-containing fuels,
catalyst operating temperatures are sufficiently high that even par-
tially sulfided catalysts are active enough to promote the desired
combustion reactions. We also find this to be true during lightoff
under fuel-rich conditions, having tested with fuel sulfur levels up
to 250 ppm with no increase in catalyst lightoff temperature. A
more complete discussion of fuel-rich versus fuel-lean catalyst
behavior for methane oxidation is given by Lyubovsky et al.@27#.

In this paper, we report two significant experimental milestones
in RCL combustion development:

1. Experimental confirmation of the ultralow-NOx capability of
RCL combustion, obtained at full-scale in Solar Turbines’ high-
pressure~17 atm! single-injector test facility.

2. Demonstration of RCL combustion feasibility for gas tur-
bine engine operation, as shown by ultralow-NOx operation of a
modified ~single-can combustor! Solar Turbines Saturn engine.

Single-Injector Tests

Hardware Configuration. A 7.6 cm ~3.0 in.! diameter RCL
catalytic reactor was fabricated for testing in Solar Turbines’ high-
pressure single-injector combustion test facility. The catalyst size
was chosen to replace a single Solar Taurus 70~T70! injector, and
tests were performed at simulated T70 engine operating condi-
tions as representative of an advanced industrial gas turbine
application.

Solar’s single-injector test facility is capable of flowing heated
air ~maximum inlet air temperature of 650°C/1200°F! at a rate of
3.6 kg/s~8 pps! and a pressure of 2.1 MPa~300 psig!. Air entering
the rig is split into two streams. One stream~primary zone air!
flows through the injector and reacts with the fuel while the other
stream~dilution air! is used to cool the combustor and is then
mixed with combustion products downstream of the primary zone.
The percentage of inlet air entering the primary combustion zone

is determined by the effective flow area of the combustor liner
~including cooling and dilution air holes! versus the effective flow
area of the injector.

For the tests reported here, the rig combustor liner was cylin-
drical, 20 cm ~8.0 in.! in diameter, and backside cooled. Four
nominally 1.3 cm~0.5 in.! diameter holes were located at the
combustor liner’s downstream end, to allow the dilution air to
enter the combustor after cooling it. The dilution air flow path
effective area, including losses during convective cooling along
the liner length, was measured at 5.2 cm2/0.8 in.2 ~discharge co-
efficients included!. For comparison, the RCL catalytic reactor
effective flow area was approximately 11 cm2 ~1.7 in.2!, and there
was an additional approximately 1.9 cm2 ~0.3 in.2! effective flow
area of leakage. Leakage occurred primarily at the combustor’s
downstream seal~into the post-combustion flow path!, and at the
injector insertion seal~grommet seal!.

A schematic of the complete RCL combustor assembly, includ-
ing premixer, catalytic reactor, and downstream combustor liner
as tested at Solar is shown in Fig. 5. The catalytic reactor design
is described generally in Smith et al.@28#, and includes backside
cooling of the catalyst. An annular reverse-flow premixer was
fitted around the catalytic reactor, to provide a premixed fuel-rich
mixture to the catalyst. Note that all fuel entered via this premixer,
and all fuel contacted the catalyst. Catalyst cooling air bypassed
the premixer, and entered from the left-hand side in Fig. 5. Down-
stream of the catalyst, but upstream of the combustor, the fuel-rich
mixture and the catalyst cooling air were combined in a post-
catalyst mixing duct~‘‘post-mix’’ duct! to create a partially re-
acted fuel-lean fuel/air mixture. The premixer, catalytic reactor,
and post-mix duct together constitute what we will call the ‘‘RCL
injector.’’ Conceptually, the RCL injector replaces a conventional
dry low-NOx ~DLN! premixer/swirler arrangement, such as So-
lar’s SoLoNOx injector.

As shown in Fig. 5, the 7.6 cm~3.0 in.! diameter post-mix duct
was fitted into a grommet seal at the upstream end of Solar’s rig
combustor liner, to inject the partially-reacted fuel-lean mixture
into the combustor. A flameholding cone~6.5 cm/2.6 in. diameter
base, 20 deg half angle! was installed at the exit of the post-mix
duct, with the apex of the cone located 4.4 cm~1.7 in.! upstream
of the post-mix duct exit plane. Recirculation of hot combustion
gases in the cone’s wake provided a flame anchor zone in the
central part of the combustor~note that the cone remained cool,
however, because the shallow 20 deg cone angle prevented recir-
culating gases from impinging on the cone’s interior surface!. The
expansion~dump! of the combustor liner’s dome also served to
anchor combustion. In general, the catalyst is intended to improve
combustion stability and turndown at the flame anchor point, but
is not necessarily intended to provide gas-phase ignition. Solar’s
torch igniter was used to ignite gas-phase combustion during rig
testing.

Test Conditions „Simulated T70…. Steady-state combustion
tests were performed at single-injector T70 full-load airflow con-
ditions, as listed in Table 1. Fuel flow rate was the primary pa-
rameter varied, to measure catalyst and combustor performance as
a function of fuel/air ratio~adiabatic flame temperature!. In addi-

Fig. 4 Schematic of rich-catalytic lean-burn „RCL… system.
Catalyst cooling air and fuel-rich catalyst effluent mix prior to
lean-premixed gas-phase combustion.

Fig. 5 Assembly of RCL catalytic reactor with 20-cm „8-in. …
diameter combustor liner in Solar Turbines’ single-injector
combustion test facility. Bulk flow is from left to right.
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tion, inlet temperature was ramped up during catalyst lightoff, and
transient data were obtained to capture the lightoff event. It should
also be noted that torch ignition of the combustor was performed
at partial pressure~based on torch igniter limitations!, and the rig
was then brought to full pressure and full flow after ignition.

For a single T70 injector~one of 12 in a T70 engine! combustor
airflow at full load is about 1.8 kg/s~4 pps!, as listed in Table 1.
For ultralow-NOx lean-premixed combustion at full load fuel flow,
about 1.2 kg/s~2.7 pps! air should pass through the injector into
the combustor primary zone, leaving about 0.6 kg/s~1.3 pps! air
for combustor liner cooling~including leakage air!. In the single-
injector rig, however, the combustor liner dilution holes were
sized at nominally 0.5-in.~1.3-cm! diameter, and were not re-
sized to provide this air split for the RCL injector. Instead, rig
total airflow was adjusted to give 1.2 kg/s~2.7 pps! air to the RCL
injector ~combustor primary zone! as desired. The liner was then
slightly overcooled. This overcooling is assumed to have minimal
effect on RCL combustion performance.

For the tests reported here, the emissions rake was located just
upstream of the combustor dilution air holes, or about 38 cm~15
in.! downstream of the post-mix duct exit. This corresponds to
about 30 ms combustor residence time at the nominal T70 full
load conditions, for 1.2 kg/s~2.7 pps! air to the combustor pri-
mary zone. The emissions rake consisted of a water-cooled area-
averaging single diametral probe in a fixed position. The probe
was considered nonintrusive~no impact on flow, CO quenching,
or flameholding! because it was located well downstream of the
primary combustion zone.

The emissions rake feeds gas samples to Solar’s emissions
train, consisting of analyzers for NOx , CO, UHC, O2 , and CO2 .
The UHC sample is not dried, but all other analyzers receive a
chiller-dried sample. The NOx analyzer range is 25 ppm at its
most sensitive setting, with an accuracy better than 2% of full
scale ~0.5 ppm!. The analyzers are zeroed and calibrated twice
each day, and a linearity check is performed on the NOx analyzer
monthly, using a range of gases including a zero gas and a
bottom-end calibration gas of 5 ppm NO.

Test Results„Simulated T70…. With San Diego natural gas
fuel flowing through the catalyst bed~giving 0.55 equivalence
ratio at the RCL injector exit!, and with the downstream combus-
tor ignited and providing burnout, the rig inlet air temperature was
ramped up from approximately 320 to 420°C~610 to 790°F! at 15
atm pressure. At a temperature just over 320°C~610°F! the cata-
lyst became active, and the catalyst surface temperature increased
to a value well above the 320°C~610°F! inlet temperature. This
event is shown below in Fig. 6, where catalyst surface temperature
is plotted versus rig inlet air temperature. The data points in Fig. 6
were obtained at 1-sec intervals. Catalyst surface temperatures
were measured by thermocouples attached to the metal catalyst
substrate.

After catalyst lightoff, rig temperature was increased to give a
T70 full load condition of about 430°C~810°F! inlet air tempera-
ture. At steady airflow conditions, fuel flow was increased to a
value above the full load fuel flow condition, and steady-state data
were obtained. Fuel flow was then decreased incrementally, and
steady-state data were obtained at each increment, until combus-
tion approached lean blowout as indicated by rapidly increasing

and/or fluctuating CO emissions. The rig was not operated with
the flame blown off, to prevent unburned fuel from accumulating
in the exhaust duct and test area.

Figure 7 shows steady-state catalyst surface temperatures plot-
ted against adiabatic flame temperature at the RCL injector exit,
prior to addition of any leakage or cooling air. Adiabatic flame
temperature is calculated for San Diego natural gas in air at 432°C
~810°F! inlet air temperature and 21°C~70°F! inlet fuel tempera-
ture. For this calculation, fuel/air ratio at the injector exit was
calculated based on total fuel and air flows together with the in-
jector, liner, and rig leakage effective flow areas. At several
steady-state conditions, gas samples were extracted from the RCL
injector exit and analyzed by gas chromatograph~GC! to provide
independent confirmation of injector fuel/air ratio.

As shown in Fig. 7, catalyst surface temperature increased only
slightly as fuel flow was reduced. All catalyst surface temperature
measurements remained below 780°C~1430°F! over the complete
range of operating conditions tested~1440–1700°C/2620–3090°F
range in adiabatic flame temperature!.

RCL catalyst temperatures do not vary significantly with fuel/
air ratio because reaction rate~heat release! upon the catalyst sur-
face is controlled by oxygen flow~air flow! under fuel-rich con-
ditions, and because heat removal~heat transfer! from the catalyst
is also determined primarily by air flow. Fuel flow has little effect
on reaction rate and little effect on heat removal rate. These results
hold for the case where catalyst selectivity and hence heat of

Fig. 6 Catalyst lightoff in Solar’s single-injector rig. Lightoff
occurs at about 320°C „610 F… inlet air temperature.

Fig. 7 Catalyst surface temperature as a function of adiabatic
flame temperature at RCL injector exit. Data obtained at nomi-
nal T70 airflow conditions.

Table 1 Nominal T70 combustor inlet conditions at full load
„before catalytic reaction …, for a single injector
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reaction do not vary with fuel/air ratio. For the results presented
here, the catalyst was primarily selective to full oxidation products
(CO2 and H2O) over the range of fuel/air ratios tested.

NOx and CO emissions from RCL combustion testing are plot-
ted in Fig. 8 as a function of adiabatic flame temperature at the
emissions rake. Fuel/air ratio at the emissions rake was calculated
from measured O2 and CO2 concentrations, and the corresponding
adiabatic flame temperature was then calculated for San Diego
natural gas in air at 432°C~810 F! inlet air temperature and 21°C
~70°F! inlet fuel temperature. NOx and CO emissions are reported
after correction to 15% O2 on a dry basis. UHC emissions are
reported on a wet basis, corrected to 15% O2 .

As shown in Fig. 8, the RCL combustion system achieved ul-
tralow emissions over a wide operating window of approximately
110°C~200°F! variation in flame temperature, with CO below 10
ppm and NOx below 3 ppm~and as low as 1 ppm!. Unburned
hydrocarbons~UHC! remained less than 2 ppm at all conditions
shown in Fig. 8.

As measured at the emissions rake~located just upstream of the
combustor dilution holes! the primary zone adiabatic flame tem-
perature varied from about 1340 to 1450°C~2440 to 2640°F!
during ultralow-emissions operation, as shown in Fig. 8. Gas
samples extracted from the RCL injector exit and analyzed by GC,
however, showed that the adiabatic flame temperature exiting the
injector was about 130°C~230°F! higher than the primary zone
adiabatic flame temperature. The indication is that leakage air en-
tered the primary combustion zone, most likely at the grommet
seal between the Solar rig combustor liner and the RCL injector.
Imperfect mixing of this leakage air with the injector’s fuel/air
mixture can increase NOx emissions to values slightly higher than
expected for perfectly premixed combustion at the adiabatic flame
temperatures measured at the emissions rake. In fact, the NOx
emissions shown in Fig. 8 are about 1 ppm higher than expected
at 1450°C~2650°F! based on perfectly premixed combustion.

For the data shown in Fig. 8, the total combustor pressure drop,
from air inlet to combustor exit, was less than 5% of the combus-
tor inlet pressure. Pressure drop will be reduced to about 3% in
future work, by enlarging the catalyst cross-sectional area and by
using a more open catalyst bed. Combustion-driven pressure os-
cillations ~noise! were also monitored, and remained less than 2.4
kPa~0.35 psi! peak to peak~less than 0.15% peak to peak of mean
combustor pressure! at all conditions tested, indicating quiet op-
eration. Low levels of combustion noise were expected, since gas-
phase energy release in the combustor~the driving force for com-
bustion noise! is reduced when a portion of the fuel is catalytically
reacted prior to gas-phase combustion. For the single-injector rig
combustor, peak noise occurred in the 295–320-Hz range; peak
noise in this range is plotted in Fig. 9 for RCL combustion at

adiabatic flame temperatures from about 1310 to 1470°C/2390 to
2680°F~based on emissions rake O2 and CO2 concentrations!.

The high-pressure ultralow-emissions results obtained using the
RCL combustion system demonstrate that it is possible to mix
fuel-rich catalyst effluent with final combustion air, without induc-
ing autoignition, yet imparting significant combustion stability to
the downstream combustion process. Thus fuel-rich catalytic re-
actions can stabilize fuel-lean premixed combustion to provide
stable, quiet combustor operation with ultralow NOx and CO
emissions.

Rig Test at Saturn-Engine Conditions. As discussed in
more detail below~next section!, four RCL injectors were fabri-
cated for engine testing in a modified Solar Saturn engine. Each
injector had the same basic design and dimensions as the original
single RCL injector tested at T70 conditions described above. One
of the four Saturn-bound RCL injectors was tested in Solar’s
single-injector test rig. The purpose of this test was to evaluate
RCL operation at low inlet temperature, prior to actual Saturn
engine testing. In particular, it was desired to confirm catalyst
activity ~maintained lightoff! at low inlet temperature~e.g., Saturn
half load combustor inlet temperature of 215°C/420°F!, and to
also measure achievable combustor emissions at these low inlet
temperatures.

Three operating points for the modified Saturn engine were
selected for single-injector tests, as listed in Table 2. Based on
one-quarter Saturn-engine fuel flow~for one of four injectors!, a
full load RCL injector airflow of 0.6 kg/s~1.3 pps! was selected to
provide ultralow-emissions lean-premixed combustion. For part-
load testing, injector airflow was scaled according to combustor
inlet pressure.

Fig. 8 NOx and CO emissions, as a function of adiabatic flame
temperature at emissions rake. Data obtained at 16 atm pres-
sure, and at nominal T70 airflow conditions.

Fig. 9 Combustor-driven pressure oscillations „CDPO… for
RCL combustion, at flame temperatures from about 1310 to
1470°C „2390 to 2680 F …. Pressure oscillations remained less
than 2.4 kPa „0.35 psi … peak to peak for all conditions tested.

Table 2 Nominal Saturn-engine combustor inlet conditions for
modified „catalytic … Saturn engine
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Because the Saturn-engine combustor inlet temperature is be-
low the catalyst lightoff temperature~but above the catalyst ex-
tinction temperature! the test procedure included a catalyst light-
off transient wherein the rig inlet temperature was increased to
about 360°C~680°F! to ensure catalyst lightoff. This catalyst
lightoff procedure~rig inlet temperature ramp! was performed at
Saturn full-load flows and pressure~Table 2!, with the down-
stream combustor ignited and providing burnout. To confirm the
low catalyst extinction temperature, rig inlet air temperature was
then decreased to the Saturn combustor inlet temperature~e.g.,
250°C/485°F for Saturn full load conditions!. After lightoff the
catalyst remained lit at all conditions tested, including no-
preburner combustor inlet temperatures~catalyst inlet tempera-
tures! as low as 215°C~415°F!.

For each Saturn load condition tested, rig airflow conditions
~flow rate, pressure, and temperature! were established and then
fuel flow was varied to determine optimal emissions. This simu-
lated, approximately, combustor tuning in the modified Saturn-
engine via variable airflow valves~discussed in more detail below,
next section!. At selected points, fuel/air ratio at the RCL injector
exit was confirmed by gas sample extraction and GC analysis.

RCL combustor emissions are listed in the bottom row of Table
2, for each airflow load condition tested. In general, NOx emis-
sions below 2 ppm were achievable with CO below 10 ppm at all
inlet temperatures tested, including inlet temperatures as low as
215°C ~415°F!. UHC emissions were below 2 ppm for all condi-
tions listed in Table 2.

Saturn Engine Operation
Based on the successful single-injector rig tests, a ‘‘cluster’’ of

four RCL injectors was installed in a modified~single can com-
bustor! Saturn engine, to assess controls compatibility and tran-
sient operation in an engine environment, including engine start,
acceleration, and load variation. In addition, steady-state operating
data were obtained, including NOx and CO emissions at the en-
gine exhaust. The engine test also provided a basis for evaluating
RCL reactor robustness in an engine environment, over a range of
operating conditions and demands~including start, acceleration,
and load!.

Test Engine Specifications and Configuration. The test en-
gine was a modified version of a two-shaft recuperated Saturn
T1200 engine, nominally rated at 750 kW~1000 hp! after modi-
fication. This engine was selected as a test bed because its external
combustor configuration was amenable to modification. For the
tests reported here, the recuperator was removed, but the compres-
sor discharge scroll and turbine inlet scroll were retained, allow-
ing a single side-mounted combustor can to be installed.

The overall combustor configuration is shown in Fig. 10. Note
that variable airflow butterfly valves were fitted in the combustor
primary zone air pipe and the dilution air pipe, to allow combustor
air to be varied for best emissions at any given fuel flow~engine
load!. Also note that a preburner was located in the combustor
primary zone air pipe below the butterfly valve, to temporarily
increase catalyst inlet air temperature to about 350°C~660°F! to
ensure catalyst lightoff. The preburner was turned off after cata-
lyst lightoff, and before engine emissions were measured.

The multiport gas-sampling probe was mounted in the engine
exhaust stack and used to gather gas samples for emissions analy-
sis. Gas samples were transported from the probe to the emissions
analyzers through heated hoses.

The cluster of four RCL injectors were assembled in the Saturn-
engine combustor, parallel to one another in a square array as
shown in the photograph in Fig. 11. Each RCL catalytic reactor
was 7.6 cm~3 in.! in diameter. A flameholding cone was posi-
tioned at the end of each post-mix duct, as in the single-injector
rig tests described above. Each RCL injector was also fitted with
an annular reverse-flow premixer, located outside the catalytic re-
actor housing, as in the single-injector rig tests. Note that the
perforated duct upstream of the RCL injectors~visible in the pho-

tograph of Fig. 11! was for inlet airflow conditioning, since air
entered the combustor housing from the top, as shown in Fig. 10.
The perforated duct was hollow~except for instrumentation and
fuel lines! and did not perform any fuel/air premixing functions.

All fuel and air entered the combustor through the four RCL
injectors~neglecting leakage air!. The combustor liner was back-
side cooled with dilution air, before the dilution air entered the hot
gas path 60 cm~24 in.! downstream of the combustor’s upstream
end ~the round plate through which the post-mix ducts are in-
serted, visible in Fig. 11, forms the combustor’s upstream end!.
The combustor liner itself was cylindrical and 38 cm~15 in.! in
diameter. At full Saturn engine load, and assuming 0.6 kg/s~1.3
pps! airflow through each RCL injector for ultralow-emissions
operation, combustor residence time is about 35 ms.

Engine Operating Procedure. Engine start-up data are
shown in Fig. 12, with annotations, giving a graphical depiction of
the startup procedure. Note that there are three fuel circuits: a
preburner fuel stage, which received about 25 kg/h~55 pph! fuel
during catalyst lightoff, and two RCL injector fuel stages, which

Fig. 10 Side-mounted combustor configuration in modified
Saturn engine, showing variable airflow control valves in pri-
mary zone air pipe and dilution air pipe

Fig. 11 Photograph of four-RCL-injector assembly, prior to in-
stallation in Saturn engine
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together received up to about 275 kg/h~600 pph! fuel at load.
RCL fuel stage A supplied fuel to the top two injectors, while RCL
fuel stage B supplied fuel to the bottom two injectors. Each stage
was separately adjustable, so that fuel/air ratio could be equalized
for all injectors~for minimum NOx emissions! even if airflow was
asymmetric between the top and bottom injectors. Top-bottom air-
flow asymmetry was anticipated because primary-zone air entered
the combustor casing from the top, as shown in Fig. 10. GC analy-
sis of gas samples from each of the four RCL injector exits, how-
ever, showed little airflow asymmetry during engine operation.

At cold crank conditions~29% gas producer shaft speed, Ngp!
the preburner was ignited and adjusted to 260°C~500°F! outlet
temperature, below the catalyst lightoff temperature. As seen in
Fig. 12, the small preburner fuel flow provided little motive power
to the engine and negligible increase in engine speed. Next, while
still at 29% Ngp, fuel was introduced to the RCL injectors and
combustion was ignited by a torch igniter in the main combustor.
With the starter motor still engaged, fuel flow was ramped up as
the engine accelerated to 65% Ngp. At 65% Ngp the starter motor
was disengaged and the engine controller added fuel to maintain a
constant idle speed of 65% Ngp~no load!. Preburner outlet tem-
perature remained at 260°C~500°F!, and the catalysts remained
inactive.

Preburner temperature was then increased to about 350°C
~660°F! to ensure catalyst lightoff. Engine speed was increased to
80% Ngp, the preburner was turned off, and the catalysts re-
mained active. Engine speed was then increased to 90% and the
variable airflow valves were adjusted to obtain optimum emis-
sions. The valves served to vary the airflow to the RCL injectors
thus allowing control of NOx and CO emissions. Emissions data
were taken as engine speed was reduced in increments of about
1% Ngp. The airflow valves were adjusted for best emissions at
each speed.

Engine controls were based on a Saturn T1202R design and
used a state of the art Allen-Bradley microprocessor console to
run the logic. For the RCL combustor engine tests, catalyst tem-
peratures were not used in the fuel control algorithm. Instead, fuel
control was performed according to standard DLN methods~pri-
marily monitoring engine speed versus set point!, with the addi-
tion of a preburner fuel control during initial start and catalyst

lightoff. This was possible because catalyst temperature is insen-
sitive to fuel/air ratio under fuel-rich conditions, as shown in Fig.
7 for the single-injector rig tests. In addition, the RCL catalyst is
air cooled by a large fraction of the total combustion air, and
reactions on the catalyst are limited by available oxygen~fuel-
rich!; thus the catalyst is resistant to flashback, autoignition, and
overheating damage, and can operate safely without active tem-
perature control.

Engine Performance With RCL Combustor. With RCL
combustion, Saturn engine NOx emissions averaged 2.1 ppm with
less than 10 ppm CO over an achievable engine operating range
~82–89% Ngp!, as shown in Fig. 13. Over this engine operating
range, UHC emissions remained below 3 ppm, and combustion-
driven pressure oscillations~CDPO! remained less than 0.7 kPa
~0.1 psi! peak to peak~less than 0.15% peak to peak of mean
combustor pressure!.

Fig. 12 Saturn engine start-up data, obtained using RCL combustion, showing engine accel-
eration, catalyst activation by preburner „followed by preburner shutoff with continued catalyst
activity …, and loading of engine

Fig. 13 RCL combustor emissions during Saturn engine op-
eration, showing ultralow NO x and CO emissions over an
achievable engine operating range of 82–89% speed
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At 89% Ngp, combustor inlet air~compressor discharge air!
was at 5.0 atm and 223°C~434°F!. At 82% Ngp, combustor inlet
air was at 3.9 atm and 191°C~376°F!. For all data points shown in
Fig. 13 the preburner was turned off, the catalyst remained active
at the available compressor discharge temperatures~as low as
191°C/376°F!, and NOx emissions remained below 3 ppm.

Measured power output ranged from 237 kW~318 hp! to 453
kW ~607 hp! over the 82–89% Ngp operating range, or about
32–61% load based on a 750-kW~1000-hp! nominal power rating
for this modified engine. Engine load was delivered to a water
dynamometer.

Engine operation was limited to the 82–89% speed range. At
less than 82% Ngp the compressor was at its surge condition, and
the compressor bleed valve was opened to prevent surge. This
reduced the airflow to the RCL modules thus increasing NOx
emissions. At speeds greater than 89% Ngp operation was limited
by locally hot temperatures within the scroll ducting downstream
of the combustor. This limitation was not attributable to the RCL
combustion technology but to inadequate mixing of combustor
dilution air. Improving the test rig dilution mixing was deemed
unnecessary to document the controllability of the RCL system.

Table 3 summarizes the Saturn engine operating data at the
low-end and high-end of the achievable operating range. In gen-
eral, the results show good combustor performance~low emis-
sions and low noise! even at very low inlet temperatures. In ad-
dition, the Saturn engine operation shows the feasibility of engine
startup, acceleration, and operation at load using RCL combustion
with simple engine controls. The engine was successfully started,
accelerated, and powered at load by fuel injected through the four
catalytic reactors, using conventional engine instrumentation and
controls without instrumentation input from the catalyst.

Other Engine Applications
In general, implementation of RCL combustion in a gas turbine

engine requires consideration for size and pressure drop. Compar-
ing a lean-premixed swirler/injector to an RCL catalytic reactor at
equal airflow, one finds that pressure drop is greater through the
RCL reactor if the swirler annulus~where the vanes are located! is
simply replaced with an RCL reactor, to give equivalent frontal
area. However, additional frontal area can be obtained by reducing
or eliminating the existing swirler hub, by increasing injector di-
ameter, or by re-design of the injector configuration~size, shape,
and/or number of injectors!. For example, in the Solar T70 appli-
cation considered here, pressure drop for the RCL system ap-
proached 5% for a 7.6 cm~3.0 in.! diameter RCL~with no hub!
designed to replace an approximately 6.5 cm~2.5 in.! diameter
swirler ~with hub!.

While it is often possible to fit the complete RCL combustion
system within an existing engine envelope, if insufficient frontal
area is available to meet the pressure drop requirements an RCL

catalytic pilot approach can be adopted@29#, using a combination
of RCL catalytic reactors and lean-premixed swirlers/injectors.

Conclusions
A new rich-catalytic lean-burn~RCL! combustion concept was

tested at gas turbine conditions, first in a full-scale full-pressure
single-injector rig, and second in a modified industrial gas turbine.
These constitute two significant experimental milestones:

1. Experimental confirmation of the ultralow-NOx capability of
the RCL combustion concept. In particular, we confirm the ability
to mix fuel-rich catalyst effluent with primary combustion air,
without inducing autoignition, yet imparting significant stability to
the downstream combustion process.

2. Demonstration of RCL combustion feasibility for gas tur-
bine engine operation. In particular, we demonstrate engine start-
up, acceleration, and operation at load by fuel injected only
through RCL injectors~effectively a single fuel stage, with all fuel
contacting the catalyst!, and with simple engine controls that do
not monitor catalyst temperature.

In summary, the data presented here show that fuel-rich cata-
lytic reactions can stabilize fuel-lean premixed combustion to pro-
vide stable, quiet combustor operation with ultralow NOx and CO
emissions. In addition, the air-cooled fuel-rich catalyst system can
operate safely without active temperature control because its tem-
perature is insensitive to fuel/air ratio.
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This paper describes the evaluation of an alternative combustion approach to achieve low
emissions for a wide range of fuel types. This approach combines the potential advan-
tages of a staged rich-burn, quick-mix, lean-burn (RQL) combustor with the revolutionary
trapped vortex combustor (TVC) concept. Although RQL combustors have been proposed
for low-Btu fuels, this paper considers the application of an RQL combustor for high-Btu
natural gas applications. This paper will describe the RQL/TVC concept and experimen-
tal results conducted at 10 atm (1013 kPa or 147 psia) and an inlet-air temperature of
644 K (700°F). The results from a simple network reactor model using detailed kinetics
are compared to the experimental observations. Neglecting mixing limitations, the simpli-
fied model suggests that NOx and CO performance below 10 parts per million could be
achieved in an RQL approach. The CO levels predicted by the model are reasonably close
to the experimental results over a wide range of operating conditions. The predicted NOx
levels are reasonably close for some operating conditions; however, as the rich-stage
equivalence ratio increases, the discrepancy between the experiment and the model in-
creases. Mixing limitations are critical in any RQL combustor, and the mixing limitations
for this RQL/TVC design are discussed.@DOI: 10.1115/1.1789152#

Introduction
The U.S. Department of Energy is developing technologies for

ultraclean, 21st century, energy plants@1# with efficiency and
emission goals well beyond the current state-of-the-art gas turbine
power plants. Furthermore, recent trends suggest that new energy
production is predominantly focusing on natural gas. In fact, 90%
of the new power plants are fueled by natural gas@2#. In order to
ensure energy security and meet future energy demands, a diver-
sity of fuel sources will be required. Thus, a key feature of these
future energy plants is fuel diversity, and gas turbine combustor
designs must be capable of operating on a wide range of fuels,
including natural gas and fuels derived from gasification pro-
cesses. Minimizing pollutants such as nitrogen oxides (NOx), car-
bon monoxide~CO!, and even carbon dioxide is critical for these
advanced power plant designs.

In order to achieve ultraclean emission goals with fuel flexibil-
ity, revolutionary changes in the gas turbine combustor will be
required. One promising concept is the trapped vortex combustor
~TVC!. The TVC concept was originally conceived at the Air
Force Research Laboratory in 1993@3,4#. A collaborative effort
between the Air Force Research Laboratory~AFRL! and the Na-
tional Energy Technology Laboratory~NETL! began in 1999, and
was co-sponsored by the Department of Energy and the Strategic
Environmental Research and Development Program~SERDP! to
evaluate the TVC concept for stationary power applications.

As a fuel-flexible combustor, the TVC concept can be config-
ured to operate in several different combustion regimes. For ex-
ample, the TVC can operate as a lean premixed combustor, a
conventional diffusion flame combustor, an RQL combustor, or
some hybrid approach. This paper will focus on a combustion
approach in which the TVC operates as an RQL combustor.

Thermal NOx is an important issue for fuels that have flame
temperatures in excess of 1800 K. Although many low-heating
value fuels~i.e., air-blown gasification processes! do not have a
problem with thermal NOx , some medium-heating value fuels
have higher flame temperatures than natural gas@5,6#. These
medium-heating value fuels could be diluted, but fuel-dilution
may also reduce the engine surge margin and does not address the
problem of fuel-bound nitrogen. Furthermore, existing demonstra-
tions of dilute diffusion flame combustors have produced NOx
levels of 9–25 ppmv, so further improvements are required to
meet the goals of coal syn-gas applications@7#.

The objective of this study is to investigate the ability of an
RQL/TVC to minimize pollutant emissions on a high-heating
value fuel like natural gas. It is believed that mixing limitations in
a staged RQL approach would govern the potential to achieve
ultralow emission levels, particularly for fuels in which thermal
NOx production is an issue. Therefore, in order to investigate the
mixing issues in this combustor concept, natural gas is used as a
baseline fuel. If low-emission performance can be demonstrated
on natural gas, then the RQL/TVC approach may have potential
for low-emission performance on other fuels of interest for future
power generation.

In the sections that follow, the RQL combustion approach and
the TVC concept will be discussed. Additional information will
illustrate the differences between the RQL/TVC approach and
more conventional RQL combustors. Furthermore, a simple
stirred reactor/plug-flow reactor network simulation will be used
to show the low emission potential for an RQL combustor oper-
ating on methane. Finally, experimental data will be presented to
show how this first prototype design performs on natural gas in a
pressurized combustion test.

Background

Staged RQL Combustion. Staged combustion approaches
have been used primarily to minimize NOx generated from fuel-
bound nitrogen@8–13#. These RQL combustor designs incorpo-
rate an axially-staged approach in which the air injection is staged

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19; 2003, Paper No. 2003-GT-38569. Manuscript received by IGTI, Oct. 2002,
final revision, Mar. 2003. Associate Editor: H. R. Simmons.
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axially along the axis of the combustor~see Fig. 1!. Although
fuel-bound nitrogen species are converted to NOx very efficiently
in an oxidizing environment@14#, if the nitrogen-bearing fuel is
injected into a fuel-rich environment, a significant portion of the
fuel-bound nitrogen species will be converted to N2 , instead of
NOx .

Since complete oxidation does not occur in the rich zone of an
RQL combustor, additional oxidant is required to complete the
combustion at an overall lean condition. The point at which this
additional oxidant is injected is often called the quick-mix stage of
an RQL combustor. This mixing zone is critical for minimizing
thermal, or Zeldovich, NOx production. In an axially staged com-
bustor, the air injected into the mixing zone should mix quickly,
which implies small diameter jets should be used. However,
small-diameter jets may not penetrate the main flow enough to
distribute the oxidant uniformly across the entire flow area. There-
fore, in order to achieve fast mixing and uniformly distribute the
oxidant across the mixing zone, a judicious blend of large- and
small-diameter jets may be required in an axially staged RQL
combustor.

Theoretically speaking, if the mixing between the rich and lean
zones occurs at infinitely small time scales~path B in Fig. 2!,
thermal NOx levels from an RQL combustor could be very low. If
the mixing time scales are too slow and localized high-
temperature regions are formed~path A in Fig. 2!, significant
amounts of thermal NOx will be produced. As mentioned previ-
ously, these mixing issues are common to all fuels in which ther-
mal NOx is an issue.

Trapped Vortex Combustor. The trapped vortex combustor
concept has been under development for several years@3,4,15–
18#. In a trapped vortex combustor, a cavity in the combustor wall
is used to provide flame stability. If the cavity is designed prop-
erly, no vortex shedding occurs@19#. Due to the temporally and
spatially stable vortex, it has been proposed that this geometry
would produce a very effective means to stabilize a flame@17#.
The unique feature of this concept is the fact that the flow in the

cavity is nearly independent of the main stream. Therefore, poten-
tial upsets in the main airflow do not upset the flame stabilization
characteristics. Recent data@20# have shown that this approach
leads to significant improvements in ignition, lean blow-out, and
relight capability. Furthermore, significant improvements in
NOx emissions for aircraft engine applications have also been
demonstrated.

By taking advantage of the TVC geometry and flame-holding
characteristics, the combustion approach described in this paper is
significantly different from previous axially staged RQL combus-
tor designs. The RQL/TVC is a radially staged design, and all of
the fuel is injected into the cavity, or trapped vortex region~see
Fig. 3!. Therefore, the cavity region of the combustor is fuel-rich,
and air is injected through three different paths as shown in Fig. 3.
According to computational fluid dynamics~CFD! @21# simula-
tions, the cavity air-injection strategy produces a main vortex that
rotates counter to the main flow as shown in Fig. 3~b!. A second
smaller vortex is formed in the shear layer between the cavity and
the main airstream. This secondary vortex can either help trans-
port products from the rich zone into the main airstream, or as will
be discussed later, this secondary vortex can also entrain air from
the main airstream into the rich zone.

Stirred Reactor Network Model
To better understand the details of NOx formation and CO burn-

out in an RQL combustor, a simple reactor network has been used
so that a detailed chemical mechanism can be employed. This
reactor network consists of a perfectly stirred reactor~PSR! rep-
resenting the fuel-rich region of the combustor. The PSR is fol-
lowed by a mixing zone and a plug-flow reactor~PFR! @22,23#
representing the lean stage where final oxidation occurs. The in-
terstage mixing region is approximated by assuming that the ef-
fluent of the PSR is mixed instantaneously and adiabatically with
the remaining air before entering the lean stage.

The Chemkin-II@24# package has been used to perform these
simulations. Chemkin consists of preprocessor programs, libraries
of FORTRAN subroutines, and databases for thermodynamic and
transport properties. The subroutine libraries can be used to evalu-
ate equations of state, thermodynamic properties, chemical rate
expressions, and transport properties. Coupled with appropriate
sets of governing equations, a variety of applications can be in-
vestigated, including well-stirred reactors, plug-flow reactors, and
premixed flames. Of interest in this investigation are the well-
stirred reactor@25# and the PFR.

Chemical kinetic information is supplied in a chemical reaction
mechanism provided by the user. In this case, GRI-Mech 3.0@26#
is chosen to describe the methane combustion chemistry. This is a
detailed chemical kinetic mechanism optimized to model methane
and natural gas combustion, including NO formation and reburn
chemistry. It contains 325 elementary chemical reactions and as-
sociated rate coefficient expressions and thermochemical param-
eters for 53 chemical species.

Simulations are performed with this PSR-mix-PFR network
structure. All simulations are done assuming a constant air preheat
temperature of 644 K~700°F! and an overall equivalence ratio of
f50.5 for a fuel consisting of methane only. Emissions levels for
CO and NOx are evaluated for cavity residence times from 7.5 to
30 ms and cavity equivalence ratio variations from 1.1 to 2.2.
Results from these simulations are compared to experimental re-
sults and shown below.

Experimental Results
This work has been conducted at the U.S. Department of Ener-

gy’s National Energy Technology Laboratory. The Low Emissions
Combustor Test and Research~LECTR! facility is a refractory
lined pressure vessel designed for operation at a maximum of
3200 kPa~450 psig!. The air compression facility is capable of
providing 1.45 kg/s~3.2 lb/s! of airflow, and a nonvitiated air
preheater is used to control the inlet-air temperature with air pre-

Fig. 1 Conventional axial-staged RQL combustion approach

Fig. 2 Illustration of slow „path A … staged-combustion process
versus a quick-mix „path B … staged-combustion process

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 Õ 37

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heat temperatures up to 810 K~1000°F!. This facility is capable of
controlling the airflow rate, inlet-air temperature, and combustor
operating pressure independently.

The RQL/TVC concept described in this paper is designed for a
nominal heat rate of 0.7 MWth. Therefore, the fuel and airflow
rates in this test program are well below the full capabilities of the
facility. Preheated combustion air at 644 K~700°F! is introduced
through the main-air distributor plate, the fore-cavity wall, and the
aft-cavity wall.

The natural gas composition is analyzed during each day of
testing. For the results described in this paper, the average natural
gas composition is 94.0% methane, 3.9% ethane, 0.60% propane,
0.85% nitrogen, 0.16% CO2 , and small percentages of higher
hydrocarbons. The average higher heating value of the fuel is 55.5
MJ/kg ~1046 Btu/scf!.

Description of Combustor Prototype. A cutaway schematic
and a cross section of the combustor design are shown in Fig. 3,
and photos of the combustor are shown in Fig. 4. The combustor
walls, with the exception of the aft-cavity wall, are water-cooled.
The aft-cavity wall is backside cooled with air that is injected
through the annular gap shown in Fig. 4~c!.

The main air enters the combustor through a distributor plate
~see Fig. 4~a!!. The distributor plate design is critical for good
combustor performance, and it should be noted that no swirl is
required to stabilize the flame.

The fore-cavity wall air and the aft-cavity wall air drive the
main vortex in the direction shown in Fig. 3~b!. Based on CFD

simulations @21#, if more of the products from the rich-cavity
region exit near the upstream combustor wall, combustor perfor-
mance is improved.

In addition to driving the main vortex toward the combustor
inlet, the aft-cavity wall air jet reduces the amount of spillover
that occurs along the downstream wall of the cavity. It has been
shown previously@21# that cavity spillover leads to nonuniform
temperature and emission profiles at the combustor exit. There-
fore, minimizing the cavity spillover is an important consideration
in an RQL/TVC design.

Natural gas is injected into the cavity region from the outer
cavity wall. The fuel is injected through 28 holes around the cir-
cumference of the combustor, so the fuel jets are directed toward
the centerline of the combustor. The fuel jets and the fore-cavity
air jets intersect at a 90-deg angle.

The sample probe is located roughly 30 cm~12 in.! downstream
from the inlet face of the combustor. Depending on the operating
condition, the average bulk residence time in the lean-burn zone is
on the order of 5–15 ms. The water-cooled sample probe is de-
signed to collect an area-weighted gas sample. The gas sample is
transported through heated stainless steel tubing prior to passing
through an ice bath to condense the water vapor. The dry gas
sample is analyzed for concentrations of NOx , CO, unburned hy-
drocarbons, CO2 , and O2 at each operating point.

Experimental Test Plan. These tests are conducted at a base-
line pressure of 1013 kPa~147 psia! and an inlet air temperature
of 644 K ~700°F!. The independent variables that will be de-

Fig. 3 Schematic of RQL ÕTVC combustor. Cut-away view „a… shows temperature contours predicted by 3D
CFD. Cross section „b… shows path lines that define vortices in the cavity region.

Fig. 4 Photos showing „a… the main air distributor plate, „b… the upstream combustor wall, and „c… the
downstream combustor wall and combustor exit
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scribed in this paper include the rich-zone residence time and the
rich-zone equivalence ratio. The PSR/PFR model results are pre-
sented as a benchmark and are also used as a basis for explaining
some of the trends observed in the data.

Data Analysis. As previously mentioned, the air-flow rates
can be controlled independently and are measured within 2% of
calibrated flow standards. This capability allows independent con-
trol of the fuel-air mixture in both the rich zone and the lean zone.

In the cavity region, only the fore-cavity air flow is used for
calculating the rich-zone equivalence ratio~see Eq.~1!!. This defi-
nition of cavity equivalence ratio is chosen because CFD simula-
tions have shown that the air from the aft-cavity wall does not mix
with the main vortex~see Fig. 5~a!!. All of the path lines from the
aft-cavity wall immediately turn and exit the combustor without
mixing with the main vortex. For the boundary conditions used in
Fig. 5~a!, the cavity equivalence ratio using Eq.~1! should be
around 1.8.

To further support the approach of ignoring the aft-cavity wall
air in the cavity equivalence ratio, Fig. 5~b! shows experimental
data in which the overall equivalence ratio and the cavity resi-
dence time are held constant, but the amount of air injected from
the downstream cavity wall is varied by roughly a factor of 2. The
effect on the NOx emissions is small~see Fig. 5~b!!, which sug-
gests that the effect of the aft-cavity wall air on the cavity stoichi-
ometry is small. Therefore, for the purposes of this paper, Eq.~1!
is used to calculate the cavity equivalence ratio:

f rich5
~mfuel /mfore cavity!

qstoich
. (1)

The overall equivalence ratio can be calculated based on the
measured fuel-air flows as shown in Eq.~2!, as well as the gas
composition in the exhaust. If the overall equivalence ratio based
on the flows into the system is compared to the value calculated
based on the exhaust emissions, the discrepancy is typically on the
order of 2%,

f total5
@mfuel /~mfore cavity1maft cavity1mmain!#

qstoich
. (2)

The residence time in the cavity is difficult to quantify accu-
rately due to uncertainties in the velocity and temperature profiles.
However, since all of the flows are measured separately and the
dimensions of the combustor are known, an approximation of the
average bulk residence time is made using the following expres-
sion, whereVcav is the volume of the cavity:

tcav5
VcavpMW

mfore cavityRT
. (3)

Note that the fuel flow and the aft-cavity wall air flow are not
included in the cavity residence time calculations. Furthermore,
no gas temperature measurement is available for the cavity region,
so the temperature is approximated as the exit temperature calcu-
lated from the PSR simulations for the given cavity equivalence
ratio.

Discussion of Results

Cavity Residence Time Effects. The cavity residence time
can be varied independently in this experiment by changing the
amount of air injected into the cavity region. In order for the
rich-zone equivalence ratio and the overall equivalence ratio to
remain constant, the fuel and air flows must be controlled simul-
taneously. Figure 6 shows both the experimental and the network
model results for a cavity equivalence ratio of 1.50 and an overall
equivalence ratio of 0.50. The agreement between the model and
the experiment is very good, given the simplicity of the stirred
reactor network. Both the model and the experiment show that the
NOx decreases as the residence time in the rich-zone increases.

Fig. 5 CFD and experimental data showing aft-wall air effects. Trajectories from the aft-wall air „a… immediately
turn and exit from the combustor. The experimental NO x levels are nearly the same „b… if the aft-wall air loading
is increased by a factor of two. Note that Eq. „1… is used in calculating the rich-zone equivalence ratio in „b….

Fig. 6 Comparison of experimental emissions data and PSR-
Mix-PFR network model. „Rich-zone equivalence ratio is 1.50,
overall equivalence ratio is 0.50. …
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Further investigation of the model shows that the total amount of
fixed nitrogen species~i.e., all nitrogen species except N2) leaving
the rich-zone decreases as the residence time is increased~see Fig.
7!. However, under these conditions, the reduction in total fixed
nitrogen ~TFN! species with increasing cavity residence time is
primarily due to decreases in HCN. These fixed-nitrogen species
(NH3 and HCN! will produce NO in the lean zone. Therefore, by
increasing the residence time in the rich zone, the amount of fixed
nitrogen species entering the lean stage of the combustor is re-
duced. Hence, the amount of NOx formed in the lean zone from
the fixed nitrogen species is reduced as the rich-zone residence
time is increased.

Cavity „Rich-Zone… Equivalence Ratio Effect. In order to
investigate the effect of cavity equivalence ratio on the NOx and
CO emissions, the cavity equivalence ratio is varied while keeping
the cavity residence time and the overall equivalence ratio con-
stant. Figure 8 shows the PSR-Mix-PFR model results plotted on
the same graph as the NOx and CO levels from the experiment.

The experimental CO data shown in Fig. 8 compare reasonably
well with the PSR-Mix-PFR model predictions, and the experi-
mental NOx levels compare reasonably well at low cavity equiva-
lence ratio conditions~i.e., fcav,1.6). However, at the higher
equivalence ratio conditions, the experimental NOx levels plateau
and do not appear to be dependent upon the fuel-air mixture in the

cavity. It is believed that the primary difference between the ex-
perimental results and the model results shown in Fig. 8 are due to
imperfect mixing in the experiment.

CFD simulations for a cavity equivalence ratio of 1.8 have been
completed~see Fig. 9!. For this operating condition, CFD simula-
tions have shown that the secondary vortex transports oxidant
from the lean zone into the rich zone. In the rich zone, this en-
trained oxidant reacts and forms high-temperature regions in the
cavity. For the data shown in Fig. 8, the amount of main air
injected to maintain an overall equivalence ratio of 0.50 increases
as the rich-zone equivalence ratio increases. Early evidence sug-
gests that the behavior of this secondary vortex changes as the
amount of main air, relative to the cavity air, is increased. In fact,
preliminary CFD simulations@21# suggest that mixing can be en-
hanced by this secondary vortex motion. In any event, the CFD
simulations suggest that a significant portion of the NOx is formed
in the cavity region for a cavity equivalence ratio of 1.80.

It is also interesting to note that under ideal mixing conditions,
the PSR model predicts large amounts of NO will be produced in
the rich zone, particularly for cavity equivalence ratio conditions
less than 1.5. As the rich-zone equivalence ratio is increased, the
NO levels decrease rapidly and HCN and NH3 become the pre-
dominant reactive nitrogen species. Although HCN and NH3 must
be considered, Fig. 7 has shown that these species can be reduced
by increasing the cavity residence time.

Since the PSR/PFR model neglects mixing limitations, the pre-
dicted levels shown in Fig. 8 may reflect a theoretical lower limit.
Although the theoretical and experimental results agree for some
operating conditions, this does not imply that we achieved perfect
mixing in the experiment. There are significant uncertainties in the
estimates of some of the experimental variables. For example, the
experimental cavity residence time involves assumptions about
the distribution of residence times, as well as, the gas temperature
in the cavity region. Nevertheless, the detailed kinetic model sug-
gests that ultralow NOx levels are theoretically possible for an
RQL combustor, but single-digit emissions have not been experi-
mentally demonstrated at this time.

Conclusions
This paper describes the design of a nonpremixed, can-style

TVC in which all of the fuel is injected into the cavity. In this
configuration, the TVC operates as an RQL staged combustor.
Contrary to conventional axially-staged RQL combustor ap-
proaches, the RQL/TVC concept is radially staged, which is be-
lieved to have inherent advantages over a conventional RQL
approach.

Detailed kinetic modeling of the RQL/TVC is discussed using a
simplified network of a perfectly stirred reactor and a plug-flow
reactor. Since these simulations assume perfect mixing, the results
represent a lower bound on the emissions from an RQL approach
burning methane fuel. These simulation results are useful for iden-
tifying variables that are not limited by mixing characteristics, but

Fig. 7 Predicted fixed-nitrogen species exiting the PSR „rich-
zone … as a function of rich-stage residence time

Fig. 8 Comparison of experimental data versus PSR-Mix-PFR
model. „Overall equivalence ratio is 0.50. …

Fig. 9 Path lines computed from 3D CFD simulations of the
RQLÕTVC. The color scale corresponds to the computed tem-
perature level „redÄ2400 K…. The secondary vortex entrains oxi-
dant into the cavity region.
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still significantly affect the NOx and CO emissions~i.e., rich-zone
residence time and cavity equivalence ratio!. These network simu-
lations are compared to the experimental data.

A good comparison between the measured CO levels and the
CO levels predicted from the PSR-Mix-PFR model is observed.
The measured NOx levels, however, are somewhat higher than the
values predicted from the simulations, particularly for values of
the cavity equivalence ratio that are higher than 1.6. These dis-
crepancies are likely a result of practical mixing limitations in the
experiment.

3D CFD simulations have been presented to isolate the areas of
poor mixing. The 3D CFD simulations show that a secondary
vortex is formed in the shear layer between the primary vortex
and the main stream. At some operating conditions, this secondary
vortex can transport oxidant from the lean-burn zone into the rich
zone ~see Fig. 9!. It is believed that this secondary vortex may
have limited the ability to achieve the ultralow NOx levels that are
predicted by the detailed kinetic models.

The PSR/PFR model results predict a strong effect of cavity
equivalence ratio on the NOx emissions. Since the model neglects
mixing limitations, the predicted levels may reflect a theoretical
lower limit. More work is planned to better understand the sensi-
tivity of these model results to finite mixing times.
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Nomenclature

MW 5 Average molecular weight
R 5 Ideal gas constant
T 5 Flame temperature~rich zone!

Vcav 5 Volume of cavity region
mfuel 5 Mass flow rate of fuel

mfore cavity5 Mass flow rate of air through fore-cavity
maft cavity5 Mass flow rate of air through aft-cavity
mmain 5 Mass flow rate of air through the main air inlet

p 5 Pressure
qstoich 5 Stoichiometric fuel-air ratio

tcav 5 Cavity, or rich-zone, residence time
f rich 5 Equivalence ratio in the rich-zone
f total 5 Overall ~total! equivalence ratio
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Flame Ionization Sensor
Integrated Into a Gas Turbine Fuel
Nozzle
Recent advances in lean premix gas turbine combustion have focused primarily on in-
creasing thermodynamic efficiency, reducing emissions, and minimizing combustion dy-
namics. The practical limitation on increasing efficiency at lower emissions is the onset of
combustion instability, which is known to occur near the lean flammability limit. In a
laboratory environment there are many sensors available that provide the combustion
engineer with adequate information about flame stability, but those sensors are generally
too expensive or unreliable for widespread application in the field. As a consequence,
engines must be commissioned in the field with adequate stability margin such that nor-
mally expected component wear, fuel quality, and environmental conditions will not cause
the turbine to experience unstable combustion. Woodward Industrial Controls, in coop-
eration with the National Energy Technology Laboratory, is developing a novel combus-
tion sensor that is integrated into the fuel nozzle such that low cost and long life are
achieved. The sensor monitors flame ionization, which is indicative of air–fuel ratio and
most importantly flame stability.@DOI: 10.1115/1.1788686#

Introduction

There are a variety of methods that have been proposed to both
sense combustion conditions and optimize operating conditions.
Docquier and Candel@1# provide an excellent review of the sub-
ject. These authors note that combustion sensing may be devel-
oped for three broad areas of control: operating point control,
active combustion enhancement, and active instability control.
Among these, operating point control is the most familiar. For
example, the fuel flow in a gas turbine is controlled by the load set
point, and the combustion conditions will change accordingly
with the fuel flow. The need to reduce NOx emissions has intro-
duced more sophisticated control schemes, which attempt to
maintain nearly constant combustion temperatures over the entire
engine load range. Laboratory tests have demonstrated the perfor-
mance advantages of combustion control for reducing emissions
@2–4#. For complete gas turbine engines, Corbett and Lines@5#
discuss the various control parameters required to produce very
low emissions. The absence of a reliable sensor to directly moni-
tor conditions in the combustor requires the addition of numerous
indirect sensors for flow rates, inlet humidity, etc. Pandalai and
Mongia@6# note the importance of sensing lean blowout and com-
bustion dynamics, and discuss corrective control actions by redi-
recting fuel flow to various regions of the combustion chamber. In
this example, combustion dynamics are monitored using high fre-
quency pressure transducers, but again, there is no direct measure
of conditions in the combustion chamber.

Various authors have investigated the use of optical methods to
determine fuel–air ratio, and measure fluctuating heat release or
fuel–air ratio that drive combustion dynamics@7–9#. Optical sen-
sors have the advantage of avoiding direct contact with the high-
temperature combustion products, but are limited to sensing con-
ditions along an available line of sight. In order to incorporate
these optical methods in potential gas turbine applications, both
the pressure casing and combustion liner must be penetrated. Nev-

ertheless, optical flame sensors detecting flame chemilumines-
cence are now available@10#, and are used as part of the feedback
control system in gas turbines.

An alternative to optical sensing is to use flame ionization sig-
nals as an indicator of combustion conditions. Flame ionization
probes can exhibit high-frequency response characteristics similar
to optical techniques. Furthermore, flame ionization probes do not
require adding line-of-sight access to the combustion region, and
the signal can be collected from a single wire. Ionization sensors
have been demonstrated in reciprocating engine applications
@11,12#, but very little information is available for applications in
gas turbines. Earlier papers by some of the present authors@13,14#
at the National Energy Technology Laboratory~NETL! demon-
strated that the flame ionization signal can be used to detect flame
flashback, oscillating combustion, and potentially monitor local
fuel–air ratio.

In early 2002 Woodward Industrial Controls and NETL initi-
ated a Cooperative Research and Development Agreement
~CRADA! to further develop the ionization sensor as a robust
combustion sensor. This paper describes the development and test-
ing of an ionization sensor applied to a fuel injector typical of
what is used in heavy-frame gas turbines.

Background
The presence of ions in flames has been known for well over a

century. Volumes of literature exist on the subject of flame ioniza-
tion, including descriptions of the mechanisms for the ion forma-
tion and the electrical properties of the flame. Calcote@15# and
Fialkov @16# have written thorough review articles on this subject,
and it is widely accepted that the key mechanism enabling the
flow of electrical current through hydrocarbon flames results from
the chemi-ionization of the formyl radical, CHO*:

CH1O→CHO* →CHO11e2. (1)

The resulting electrical properties of the flame have enabled
several practical applications including hydrocarbon analyzers,
flame detectors, flame speed detectors@17#, flame stabilization
@18#, and even flame tomography@12#. A typical flame ionization
sensing technique consists of at least two electrodes arranged such
that a voltage potential can be applied across the flame, or a part
of the flame. The electrical properties of the flame facilitate a
measurable current that is related to a parameter of interest. For

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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example, a typical flame ionization detector~FID! used in a hy-
drocarbon analyzer has electrodes arranged such that a voltage
potential is applied across the entire flame, and the amount of
electrical current flow through the flame is linearly proportional to
the hydrocarbon concentration@19#.

In spite of this successful history, the use of flame ionization
sensing for gas turbine applications has only recently been ex-
plored. In 2000, Thornton, Richards, and Robey@20# described a
flame ionization sensor to detect flashback in premixed combus-
tion systems. Subsequent testing in NETL’s atmospheric combus-
tion rig indicated that this novel sensor technique could poten-
tially serve a comprehensive in situ monitoring role as a
combustion control~i.e., equivalence ratio! and diagnostic~i.e.,
autoignition, flashback, flame location, and dynamics detection!
sensor. The experimental results@13# show that under certain cir-
cumstances the flame ionization current correlates with the OH*
chemiluminescence, and the magnitude of the measured current
varied linearly with the operating equivalence ratio. Likewise,
other researchers have shown that the equivalence ratio can be
correlated with ion concentrations for some carefully controlled
applications@15,16,1#.

The combustion control and diagnostic sensor~CCADS! tech-
nique is based on two electrically insulated electrodes installed at
the end of the fuel injector’s center-body as shown in Fig. 1. The
electrode closest to the combustion zone is called theguard elec-
trode, and the electrode upstream of theguard is called thesense
electrode. An equal-potential positive voltage is applied to both
electrodes, resulting in an electric field at the face of the fuel
injector with flux lines equivalent to the illustration in Fig. 2. This
novel arrangement of the electrodes facilitates current flow from
the guard electrode through the flame in the combustion zone to
the combustor liner. Due to the electric field imposed by the com-
bination of the guard andsenseelectrodes, a significant ionization
current from thesenseelectrode is produced only when the flame
enters the premixing region of the fuel injector~i.e., autoignition
and flashback!.

Recent demonstrations of the CCADS technique for detecting
flashback and combustion dynamics at turbine conditions are re-
ported in Straub et al.@14#. Due to hardware failure this prototype
CCADS failed to fully demonstrate the sensor capabilities at rep-
resentative turbine conditions. However, the feasibility of using
the CCADS technique to perform multiple sensor functions such
as flame detection, flashback detection, and detecting combustion
dynamics have all been demonstrated in NETL combustion rigs.
The capability to perform multiple functions from a single sensor
offers potential cost savings to OEM’s and operators of gas tur-
bines. This coupled with potential in situ monitoring for control
makes this flame ionization sensing technique very appealing for
commercialization. As mentioned in the introduction, NETL and
Woodward Industrial Controls are collaboratively addressing the
research and development issues in order to commercialize the
CCADS concept for gas turbine applications.

Approach
One goal of the collaboration between Woodward and NETL is

to produce a durable CCADS prototype, using fuel injector geom-
etry and materials similar to those used in heavy-frame DLN tur-
bines, which can withstand extensive testing to evaluate the sensor
performance at turbine conditions. The main objectives of the ini-
tial testing reported herein are to demonstrate durability, and
evaluate the prototype design for performing three sensor
functions:

1. Detect the presence of a flame in the primary combustion
zone. This can be used at startup and during operations to
indicate incipient blowout conditions usually encountered at
the lean flammability limit. The measured current through
the guard electrode will provide this functionality.

2. Detect the onset of combustion dynamics. This can be used
to perform control functions to mitigate combustion insta-
bilities. The measured current through theguard electrode
will provide this functionality.

3. Detect flashback andincipient flashback ~i.e., flame
‘‘flicker’’ into the premixing region!. This can be used to
perform corrective action prior to hardware failure to pre-
vent costly repairs and downtime. The measured current
through thesenseelectrode will provide this functionality.

Furthermore, the initial data will also be examined for a linear
relationship between the measured current through theguardelec-
trode and the equivalence ratio of the combustor. Although previ-
ous demonstrations of the CCADS technique to measure the
equivalence ratio at certain conditions are encouraging, a more
thorough understanding of the physics and the effects of the gas
turbine environment on the measured current are needed. In a gas
turbine environment, operating pressure, flame location, electrode
configuration, and combustion oscillations may all affect the rela-
tionship between equivalence ratio and the measured flame ion-
ization current. To adequately characterize this relationship, exten-
sive testing at turbine conditions with different rig geometry is
required. Therefore, adequately describing the relationship be-
tween current and equivalence ratio is not within the scope of this
effort. This will be ascertained in a much more extensive long-
term development effort.

Woodward’s first prototype design is shown schematically in
Fig. 3. This design has several advantages over previous proto-
types tested at NETL. First, the fuel injector design has features
that are similar to many production nozzles used in heavy-frame
DLN turbines. The premix gas is admitted through the swirl vanes
perpendicular to air flow. The tip is recessed approximately 1 in.
upstream of the combustor dump plane, and contains flow pas-
sages for either air or diffusion gas~see Fig. 4!. Using the entire
tip of the center body as the electrode maximizes theguard elec-
trode surface area. This design enhances the ability to collect
charged species from the combustion region by extending the

Fig. 1 Lean premix fuel nozzle with CCADS electrode on the
fuel injector center-body

Fig. 2 Illustrates the electric flux lines from the guard and
sense electrodes

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 Õ 43

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



electric field into the combustion region. The added features of the
CCADS tip are shown schematically in Fig. 5; these include the
following:

• Threaded CCADS tip assembly for convenient replacement
during development

• Special design features to tolerate thermal growth
• High-temperature electrode materials
• High-temperature but replaceable insulating materials
• Smooth sensor profile to avoid creating eddy currents for

flame holding
• Maximum guard electrode surface area to increase sensor

performance.

A two-dimensional electrostatic analysis is shown in Fig. 6.
These results were calculated usingFLUENT @21#. The electrostatic
model uses the conductive properties of air in the open premixer
and combustion regions. This model does not include the effects
of fluid flow and chemical reactions occurring in the combustion
region. The model is used to determine suitable center-body elec-
trode configurations, by ensuring maximum electric field exten-
sion into the combustion chamber. As shown in Fig. 6, even
though the tip is recessed the flux lines extend into the combustion
chamber as desired.

The prototype fuel injector shown in Fig. 3 was previously
tested with thermocouples installed inside the tip to measure op-
erating temperatures, with diffusion gas, and then with cooling air

flowing through the tip. With diffusion gas flowing through the
tip, temperatures exceed 1300 K~1880°F! at some operating con-
ditions, particularly conditions in which the bulk flow velocity is
less than 60 m/s. With cooling air flowing through the tip, the
temperatures remained below 1250 K~1790°F! for all operating
conditions. For the tests described in the next section, cooling air
flows through the holes on the tip, and the center hole~designed
for brazing a thermocouple to tip! is also open to maximize cool-
ing of the tip. Therefore, a significant amount of air cooling is
used, and it is believed that this reduces the amount of current
measured from theguard electrode.

Experimental Setup

Pressurized Combustor. The details of this experimental rig
are described elsewhere@22–24#. However, for the purposes of
this paper, a brief description of the important details will be
given. A schematic of the combustion test rig is shown in Fig. 7.
The rig, about 6 m~20 ft! long, is capable of operating at pres-
sures as high as 10 atm with inlet air temperatures as high as 617
K ~650°F!. The maximum air flow for this rig is about 0.68 kg/s

Fig. 3 Schematic of Woodward prototype fuel injector with CCADS

Fig. 4 Front view of Woodward prototype fuel injector
Fig. 5 Schematic of CCADS tip for prototype fuel injector cen-
ter body
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~1.5 lb/s!, and the rig can operate on natural gas or liquid fuel.
Incoming air is heated using a nonvitiated air preheater. This
method of preheating the air allows independent control of the
inlet-air temperature and the combustor pressure. The preheated
air enters a plenum region prior to flowing through the premixing
annulus of the Woodward prototype fuel injector.

Fuel is injected into the premixing annulus at the swirl vanes
perpendicular to the air flow. In addition to premixed fuel, pilot
fuel can be injected into the combustion chamber to provide a
diffusion flame pilot. Since cooling air is flowing through the
diffusion tip of the center body, the pilot fuel is injected through
the dome of the combustor liner, or the step expansion. All of the
data described in this paper have been collected using the premix
arrangement, with 5% of the fuel being supplied through the pilot.

The test rig is designed specifically to study combustion dy-
namics. It has no dilution cooling and very strong acoustic feed-
back. The walls of the combustion chamber are water-cooled, and
a flow restriction is located approximately 19.8 cm~7.8 in.! down-

stream of the combustor dump plane. This area reduction serves to
close the recirculation zone in a manner that approximates realis-
tic turbine combustors. This restriction is formed by a cylindrical
refractory insert that can be removed or replaced, if necessary~see
Fig. 7!. It is important to note that the combustor exhaust is not
choked, therefore, a wide range of mass flow rates and pressures
can be investigated. Furthermore, due to the overall length of the
rig, a large number of acoustic modes are readily observed. In an
attempt to reduce the acoustic gain, a second flow restriction is
installed near a pressure node in the combustor. Although more
work is required to understand the effect of this second restriction,
for the purposes of this paper, it is mentioned merely as a modi-
fication to the existing test rig.

Instrumentation. Both real-time and time-averaged data are
collected using the flame ionization sensors. For the real-time
data, a 15-V~DC! potential is simultaneously applied to both of
the electrodes. The current transmitted by the electrons/ions in the
combustor is amplified, converted to a voltage signal, and sent to
a high-speed data collection system. The high-speed data are
stored on digital DAT tapes at a 24,000 samples-per-second rate
using a TEAC ~Model RD-135T! recorder. The current signal
from each of the electrodes is recorded simultaneously along with
the combustor pressure.

The dynamic combustor pressure is measured using a Kistler
~Model 206! pressure transducer that is located outside the pres-
sure vessel. The pressure transducer is configured in an infinite
coil as described by Mahan and Karcher@25# to minimize acoustic
reflections in the frequency range of interest. The length of im-
pulse line between the combustor and the pressure transducer is
approximately 63.5 cm~25 in.!. For these test conditions, the time
delay due to the length of the impulse tubing is approximately 1.5
ms.

To collect the time-averaged data, a voltage is applied to both
electrodes and the flame ionization current is measured through
one electrode at a time. The DC voltage is supplied by a Xantrex
~Model XHR-300-2! power supply. The current is measured using
an Agilent~Model 34401A! current meter. The voltage is stepped
from 0 to 150 to 0 V in 10-V increments. At each voltage setting,
the measured flame current is allowed 5 s, to stabilize, then is
averaged over 100 power line cycles~1.67 s!. Stepping the voltage
up and back down helps capture any hysteresis effects that may
exist in the measurements.

Test Results
These results have been obtained with a reduced test matrix for

initial evaluation of the prototype performance. Table 1 shows the
combustor operating conditions for the data that will be discussed
in this paper. The inlet-air temperature is constant for all condi-
tions at 577 K~580°F!, and the pressure is kept constant at 506.8
kPa ~58.8 psig!. Other conditions have been tested as part of the
randomized test matrix with similar results as those shown for
conditions described in Table 1. It is important to note that the test
plan focused on varying the pressure, heat rate~fuel flow!, and
equivalence ratio as independent variables. Therefore, in order to
vary the heat rate~fuel flow! and equivalence ratio independently,

Fig. 6 2D electrostatic simulation potential gradient and flux
lines. Flux lines are shown with arrows, potential lines solid.
Values from 0 V at gr ound to 15 V at the electrodes.

Fig. 7 Schematic of pressurized combustion test rig

Table 1 Summary of test conditions

Test
conditions

Pressure
@atm ~psig!#

Fuel
@kg/s ~SCFH!#

Air
@kg/s ~SCFH!#

Equivalence
ratio f

Bulk nozzle
velocity ~m/s!

A 5.0
~58.8!

0.016
~2800!

0.466
~48630!

0.59 75

B 5.0
~58.8!

0.016
~2800!

0.429
~44680!

0.65 69

C 5.0
~58.8!

0.016
~2800!

0.397
~41320!

0.70 64
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the air flow rate had to change. This has the effect of changing the
average bulk flow velocity through the annulus of the premixer.
As a result, any effects of the bulk flow velocity on current mea-
surements will be confounded with the equivalence ratio effects.

Figure 8 shows the high-speed pressure and flame ionization
current data with 15 V DC applied to both CCADS electrodes.
Data from test conditions A, B, and C are shown as Fig. 8(A),
8(B), and 8(C), respectively. One can see that the current mea-
sured from theguard electrode maintains a small DC offset at all
test conditions. This is particularly significant since such a low
voltage~15 V DC! is used for these measurements. A higher volt-
age potential on theguard electrode would increase the potential
shown in Fig. 6 and produce even larger flame ionization current
from the flame in the combustion zone. Therefore, one can con-
clude that theguard electrode could be used to indicate the pres-
ence of flame in the combustion zone.

Combustion oscillations are observed at all test conditions
shown in Fig. 8, but the frequency and amplitude of the oscillation
changes. The power spectra for the CCADS electrodes and the
pressure are shown in Fig. 9. The dominant frequency in the pres-
sure signal is also present in the data collected from the elec-
trodes. Therefore, the current measurements from the CCADS
electrodes biased at 15 V DC are capable of detecting the fre-
quency of the combustion oscillations. Although a correlation be-
tween the amplitude of the electrode signal and the amplitude of
the pressure signal is not known at this time, the electrodes can
provide additional information about the premixer region that is
not available from the pressure signal. This will be described in
the next section.

If the senseelectrode current data in Fig. 8 is examined, the
higher flow velocity ~lean equivalence ratio! conditions tend to
reduce the time-averagedsenseelectrode signal. Furthermore, sig-
nificant periods of no detectable current exist~see Fig. 8(A) and
Fig. 8(B)!. It is believed that these higher velocity~lean equiva-
lence ratio! conditions prevent the flame from anchoring inside
the premixer. However, the spikes observed in thesenseelectrode
current indicate that thesenseelectrode is collecting electrons,
and these peaks insenseelectrode current correspond with peaks
in the combustor pressure. Similar behavior with a different pre-
mixer design has been observed in experimental testing@14# and
in large eddy simulations~LESs! @26#. Results from the LES
simulations indicate that the reaction moves into the premix re-
gion during combustion oscillations, and the peaks in the combus-
tor pressure correspond with flow reversal and ‘‘flame flicker’’
along the center body. Although it is not clear whether these tran-
sient flashback events occur in all straight barrel center-body de-
signs, the CCADS concept is capable of detecting these short
duration events that may occur in the premixer. These transient
flashback events could not be detected with a pressure transducer
or thermocouple.

From the CCADS measurements one can conclude that the
flame is not anchored inside the premixer during test conditions A
and B because the current measured through thesenseelectrode
returns to approximately zero during the oscillation cycle. How-
ever, if the bulk flow velocity is further decreased~equivalence
ratio is increased! as in condition C, thesenseelectrode signal
begins to show a DC offset suggesting that the flame is anchored

Fig. 8 Time series data showing the dynamic pressure and the
measured CCADS current. „A … Condition A, fÄ0.59, „B … Con-
dition B, fÄ0.65, „C… Condition C, fÄ0.7 „see Table 1 ….

Fig. 9 Frequency spectrum of the dynamic pressure, sense
current and guard current. „A … Condition A, fÄ0.59, „B … Con-
dition B, fÄ0.65, „C… Condition C, fÄ0.7 „see Table 1 ….
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upstream of thesenseelectrode. Notice that in Fig. 8(C) the cur-
rent measured from thesenseelectrode is greater than the current
from theguard electrode when the pressure cycle is near a mini-
mum. It is important to note that the potential gradient@i.e., all of
the contour lines converge to the upstream corner of thesense
electrode~see Fig. 6!# upstream of thesenseelectrode is much
higher along the center body than the gradient surrounding the
guard electrode. Therefore, thesenseelectrode should be more
sensitive to charge carriers that are upstream of the electrodes than
the guard electrode. Similarly, theguard electrode is more sensi-
tive to charge carriers located downstream of the electrodes.
Therefore, the amount of current from thesenseto the upstream
center-body surface is more than the current observed through the
guard electrode.

The data in Fig. 10 shows the time-averagedguard current,
calculated using the current signals shown in Fig. 8, and plotted as
a function of the equivalence ratio. This data show a linear rela-
tionship between the average current and the inlet or bulk equiva-
lence ratio of the combustion system. Due to the limited amount
of available data more testing is needed to ascertain the relation-
ship for this configuration. Furthermore, this test plan called for
separating the effects of fuel flow~heat rate! from the equivalence
ratio, instead of separating the bulk flow from the equivalence
ratio effect. Both the bulk flow and the equivalence ratio will
effect the ion density and therefore effect the measured current.
These effects were observed in previous experiments conducted in
NETL’s atmospheric combustion rig@13#. Therefore, more work is
required to understand and establish the relationship between the
CCADS measurements and the equivalence ratio of the combus-
tion system.

Next Steps
It is now clear that with the proper design of ion sensing elec-

trodes much information about flame location and condition can
be ascertained. Our experimental work will be combined with
FEA and CFD to optimize the sensor design for a particular com-
bustor configuration. Furthermore, achieving adequate sensor life
will require close attention to material properties for the elec-
trodes, dielectric insulators, and electrical connections. Our next
generation design will evaluate new ideas to improve durability at
an acceptable component cost.

The ion signal depends upon obtaining a low-impedance path
from the electrode, through the flame ion field, and ultimately to
electrical ground. Modern combustors have thermal barrier coat-
ings covering much of the surface area of the hot section. These
coatings have electrical properties that vary with temperature, and
some TBC designs may interfere with ion signal strength. The
electrical characteristics of these coatings will also be evaluated in
NETL laboratories.

Combustion sensing must be integrated into the engine control
system. Woodward already offers sophisticated controls for the
fuel, air, and ignition systems. Our intent is to integrate ion sens-
ing into electronic modules already available on modern DLN
control systems. Our vision is that combustion feedback is inte-
grated with the fuel system such that mitigating action can be
taken once combustion dynamics, flashback, or other undesirable
combustion conditions are detected. Some mitigating actions may
simply require changing the power setting to avoid difficult oper-
ating regimes, but other solutions such as pilot trim valves, vari-
able geometry nozzles, or high-frequency fuel injection valves
may offer the better solution.

Conclusions
Researchers at the National Energy Technology Laboratory

~NETL! and Woodward Industrial Controls are developing a du-
rable, low-cost, in situ monitoring technique for control and diag-
nostics of natural gas combustion systems. This technique is based
on the flow of electrical current through a hydrocarbon flame re-
sulting from an applied electric field across the flame and the
flame ionization reactions. This CCADS technique uses two elec-
trically isolated electrodes on the premixing fuel injector center
body, near the tip and the combustion flame anchor. Previous in-
vestigations at NETL have demonstrated the CCADS technique to
detect flashback, the presence of the combustion flame, and to
indicate the frequency of dynamic pressure of the combustion
oscillations.

Woodward has designed a prototype fuel injector with the sen-
sor electrodes on the center body. The initial evaluation of the
prototype shows that the CCADS can potentially be used for mul-
tiple sensor functions. The data presented here show that the
CCADS technique can be used to detect flashback, detect the
presence of flame in the combustion zone, and detect the presence
of dynamics pressure oscillations during operations. In addition,
the CCADS technique can potentially provide a signal relative to
the operating equivalence ratio of the combustion system. How-
ever, a more comprehensive evaluation of this measurement rela-
tionship, and an improved understanding of the physics are
needed to fully develop this capability.
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Comparison of Linear and
Nonlinear Gas Turbine
Performance Diagnostics
The features of linear performance diagnostic methods are discussed, in comparison to
methods based on full nonlinear calculation of performance deviations, for the purpose of
condition monitoring and diagnostics. First, the theoretical background of linear methods
is reviewed to establish a relationship to the principles used by nonlinear methods. Then
computational procedures are discussed and compared. The effectiveness of determining
component performance deviations by the two types of approaches is examined, on dif-
ferent types of diagnostic situations. A way of establishing criteria to define whether
nonlinear methods have to be employed is presented. An overall assessment of merits or
weaknesses of the two types of methods is attempted, based on the results presented in the
paper. @DOI: 10.1115/1.1788688#

Introduction
Methods for diagnosing faults in the components of gas turbine

engines have been in use for a long time now. The basic idea of all
existing methods is that the deviation in values of characteristic
component performance parameters are determined from mea-
surement data. Measurements are compared to baseline values,
namely, values from an engine considered to be in a new and
clean condition. The problem of determining parameter deviations
from measurement deviations and the assessment of engine
condition based on these estimations is termed as the diagnostic
problem.

A variety of techniques have been proposed by different au-
thors, for solving the diagnostic problem. The first techniques that
have been proposed~Urban@1#! were based on the formulation of
a linear system of equations, interrelating measurement and pa-
rameter deviations. It results from the requirement that predicted
values of performance variables should be as closely as possible
to corresponding measurements. The system is linear, because it is
set up by assuming small deviations of parameters, allowing the
elimination of higher-order terms. This basic formulation has
proven to be successful for practical purposes and forms the basis
for most of the commercial systems available from the major jet
engine manufacturers today~Doel @2#, Urban and Volponi@3#,
Barwell @4#!.

In the meantime, nonlinear methods have been proposed. The
nonlinearity consists in the fact that measured variables are inter-
related to parameters not through simplified linear relations, but
through a fully nonlinear thermodynamic model. Formulation of
the diagnostic problem is still based on the principle of minimiz-
ing difference of predictions from measurements. The minimiza-
tion problem is formulated using various expressions, while vari-
ous approaches are also used for its solution.

An objective function of the sum-of-squares type, minimized
through conventional numerical algorithms, was employed by
Stamatis, Mathioudakis, and Papailiou@5#, in one of the first non-
linear methods to be proposed. Successive updates of the Jacobian
matrix were employed by Escher and Singh@6#, to formulate a
nonlinear solver, consisting of successive applications of a linear
one. Sum of absolute values, minimized through genetic algo-

rithms, has been employed by Zedda and Singh@7#. Gronstedt@8#
has investigated the exploitation of information from individual
operating points to assess engine state using a genetic algorithm as
an optimizer. Grodent and Navez@9# have used a statistical ap-
proach, with an objective function which is a combination of a
quadratic and a modulus function. Composite objective functions,
incorporating sum of squares and absolute values were proposed
by Mathioudakis, Kamboukos, and Stamatis@10#. Finally, combi-
natorial approaches, solving a number of possible combinations of
parameters and variables, and then selecting the most appropriate
solutions, were proposed by Aretakis, Mathioudakis, and Stamatis
@11#.

Although such a wide variety of nonlinear techniques has be-
come available, a systematic comparison of their effectiveness
with respect to linear methods cannot be found in the literature.
Results from particular cases have been presented by Escher and
Singh @6# and Ogaji and Singh@12#, for their particular formula-
tions, to show the expected feature that their nonlinear method is
superior to a linear one.

With the linear methods having the obvious advantage of sim-
plicity, a question that can be posed is whether the superiority of
nonlinear methods is substantial enough to justify the additional
complexity. This is the main question that is addressed in the
present paper. The degree of accuracy of the two types of methods
is assessed, and the conditions under which the one or the other
may present advantages are investigated. Although the investiga-
tion is based on a particular engine type, the method of study is
general enough so that information can be provided to the engine
diagnostician as to the kind of methods that would be expected to
be most appropriate for a particular diagnostic problem in hand.

Linear and Nonlinear Methods
The purpose of a diagnostic method is to assess the engine

condition when a set of measured quantities from the engine is
available. Condition assessment is performed by estimation of the
health parameters of engine components. The estimation is con-
sidered successful when quantities measured on the engine are
reproduced in the best possible way, by an engine performance
model incorporating the health parameters.

The engine can be represented though a functional relation be-
tween quantities that define the operating point, denoted asu,
quantities expressing components health, denoted asf, and quan-
tities measured for monitoring, denoted asY:

Y5F~u,f!. (1)
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A computerized engine model materializes such a relationship.
For a given operating point, Eq.~1! can be simplified to

Y5F~ f!. (2)

Health parameters for diagnostic purposes are derived by mini-
mizing a cost function, usually represented by a relationship of the
following form:

OF5C1(
i 51

M FYi
given2Yi

calc~ f !

sYi
Yi

ref G 2

1C2(
j 51

N F f j2 f j
0

s f j
f j

0 G 2

1C3(
j 51

N U f j2 f j
0

s f j
f j

0 U . (3)

The first sum is used to satisfy the condition that model predic-
tion will be as close as possible to measured quantities. The sub-
sequent two terms express the empirical fact that health indices
are not expected to deviate significantly from~known! reference
values. The relative importance of the different terms is expressed
through the weight factorsC. Inclusion of these factors gives the
possibility to adapt the objective function to the type of problem
solved. For example, if the number of available measurementsM
is larger than the numberN of unknown health parameters, then
the valuesC151 and C25C350, can be used since the first
group of terms is sufficient for obtaining a unique solution. More
information about the significance of the different terms can be
found in Ref.@10#. This generalized expression embeds different
objective functions that have been employed by various diagnostic
methods~for example, methods employing only sums of squares,
only sums of absolute values, or both!. In the following, linear and
nonlinear methods comparison will be effected for cost functions
using only sums of squares. This formulation is chosen as it is the
basis for the main linear gas path analysis techniques that are in
use today, e.g., Doel@13#.

Taking C151 andC350 and using deltas, Eq.~3! becomes

OF5(
i 51

M FDYi
given2DYi
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sYi
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j 51
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(4)

where
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ref

Yi
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, DYi
given5

Yi
given2Yi

ref

Yi
ref

, (5)
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ref

f j
ref

, D f j
05

f j
02 f j

ref

f j
ref

(6)

~usually f 0 is taken to be equal tof ref).
Calculated values in this expression come from an engine

model. As shown in Appendix A, the general non-linear model can
be reduced to a linear one, when parameter deviations are small,
resulting into an expression of the form

DYi
calc5(

j 51

N

a i j D f j (7)

For a priori estimates of the health indices for those of a healthy
engine (f 05 f ref), Eq. ~4! becomes

OF5(
i 51

M FDYi
given2( j 51

N a i j D f j

sYi

G 2

1(
j 51

N FAC2

s f j

D f j G 2

. (8)

Minimization of this expression is a least-squares problem and
the vectorDf that minimizes this expression is given by the fa-
miliar matrix relation:

Df5@M211HT"R21"H#21
•HT"R21"z, (9)

whereH5@ai j # is the system matrix,z5@DYgiven# is the vector of
knowns,R5@sYi

2 # is the matrix containing the weight coefficients
for measurement terms andM5@C2 /s f j

2 # is the matrix of a priori
expected values for health-parameter estimation errors.

The particular aspects of linear and nonlinear diagnostic meth-
ods are now going to be examined using as test case an engine
representative of a contemporary civil turbofan. The computer
model that will be employed for simulating the performance of
this engine has been presented by Stamatis et al.@14#. The engine
layout, the measurements, and the health parameters considered
are given in Appendix B.

Measurement Predictions From Nonlinear and Linear
Models

The fundamental reason that the linear model, as expressed by
Eq. ~7!, does not provide accurate solutions forDf lies in the fact
that it holds only approximately. MeasurementD’s evaluated by
Eq. ~7! differ from the actual ones by the magnitude of the higher-
order terms, neglected in the linear approximation~A1! of Appen-
dix A. It is thus useful to examine the amount of this difference
for health-parameter deviation magnitudes encountered in usual
fault situations.

An example of a measurementD evaluated by a linear and a
nonlinear model is shown in Fig. 1.DT6 variations for changes in
the low-pressure turbine flow capacity between25% and 5% are
compared for linear and nonlinear models. It is apparent that for
flow capacity changes larger than 2%, the deviation between the
two D’s is substantial.

The difference between linear and nonlinear predictions is not
the same for all health parameters. In order to examine how close
to linear a particular measurementD is, the difference between
linear and nonlinear values is used. This quantity is defined as

d~DYi
j !5DYi j

NL2DYi j
L , (10)

where indexi denotes the considered measurement and indexj the
deviated health parameter.

The sensitivity of this quantity toD’s of different health param-
eters, for the exhaust gas temperature used as an example above,
can be assessed from the results of Fig. 2. It is shown that for
several health parameters~e.g., SE12, A8IMP, SW12, SW41! lin-
ear and nonlineard ’s are very close to each other, while a strong
nonlinear dependence is shown for others, the most pronounced
being SE26 and SE41.

Inspection of such results suggests that a first indicator can be
established as to how strong the nonlinear impact of a particular
parameter on measurementD’s is. A nonlinearity Indicator NLI of
a health parameterf j is introduced as

NLI j5
1

M (
i 51

M

d~DYi
j !2. (11)

Fig. 1 Measurement deviation by linear and nonlinear model
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Health parameters with larger values of NLI, are prone to nonlin-
ear behavior and for this reason special care must be applied when
estimating them. The nonlinearity indicator for all health param-
eters of the engine considered here is given in Fig. 3. As expected,
NLI is larger for larger health-parameterD’s. On the other hand,
this quantity indicates that some health indices are quite linear in
behavior while others are not. SE26 and SE41 have the maximum
nonlinearity. SW12 exhibits nonlinearity in a global sense, while
its effect onT6 was rather linear. For ease of interpretation, in-
stances of this diagram may be presented separately, as for ex-
ample shown in Fig. 4.

A last comment on the previous results is that NLI is zero for
all health parameters for21% change of each health parameter.
The reason is that Jacobian matrix elements in the present case are
evaluated by a21% change of parameters and thus the predic-
tions of both approaches for measurement changes coincide. In
the Discussion section some particular aspects of the Jacobian
matrix elements evaluation will be discussed.

Linear and Nonlinear Parameter Estimation
The effect of the difference between linear and nonlinear mea-

surementD’s on parameter estimation will now be examined. The
method used for nonlinear parameter estimation is adaptive mod-
eling, introduced by Stamatis et al.@5,17#. Measurement data have
been generated by simulating changes of individual fault param-
eters. They were then provided as an input for the methods used to
perform the estimations. The results shown below are for a 2%
change in each parameter. A square diagnostic problem is consid-
ered at this stage~equal number of measurements and param-
eters!, andC2 is taken to be zero in Eq.~8!. This initial choice is
dictated by the fact that the result of the primary mechanism of
parameter–measurement interrelation is to be explored, before ex-
amining other techniques that make use of additional information.

Three types of behavior have been observed, as shown from the
representative results of Fig. 5. First, the nonlinear method pro-
duces an accurate estimation of the parameter deviations that have
caused the measurementD’s it was presented. For the linear
method on the other hand, we have three types of behavior:

• Some parameters are estimated with sufficient accuracy. An
example of such a parameter is fan efficiency parameter,
SE12, as shown in Fig. 5~a!.

• Other parameters are also estimated accurately, but additional
spurious information is generated~would result in a false
alarm!. A high-pressure turbine~HPT! efficiency fault is cor-
rectly estimated, but at the same time a significant spurious
deviation of the high-pressure compressor~HPC! flow capac-
ity is also indicated, with smaller deviations spread over other
health parameters too~Fig. 5~b!!.

• Finally, some other parameters are estimated with a large de-
viation, while at the same time a false alarm on other param-
eters is generated. Fan flow capacity is an example of such a
parameter, as shown in Fig. 5~c!.

For every individual deviating parameter, the deviation of the
linear value from the actual one increases with fault severity, as
shown for example in Fig. 6 for SW12.

It is observed that these results are in agreement with the indi-
cations of the NLI chart, Fig. 3. The very small value for SE12

Fig. 2 Difference of the predictions of nonlinear and linear
models

Fig. 3 Nonlinearity indicator for different health parameters

Fig. 4 NLI for À2% deviation of health parameters Fig. 5 Methods comparison for various fault situations
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actually indicates that this parameter assumes a linear behavior, as
verified in Fig. 5~a!. The large values for SW41 and SW12 also
reflect the observations of Figs. 5~b! and 5~c!. Of course the NLI
does not distinguish between the latter two types of behavior.

A measure of the effectiveness of linear estimation for each
health parameter can be given through the Eucleidian distance of
solution vectors from the actual ones:

EUD5
1

N
A(

j 51

N

@D f j
NL2D f j

L#2. (12)

N is the number of estimated parameters~11 in the example con-
sidered here!. Results for the 2% deviations are shown in Fig. 7. A
small value indicates that the actual solution is very closely ap-
proximated, while a large value indicates that inaccuracies are

produced, without knowing, however, if they express inaccuracy
of the actual parameter or false values attributed to the remaining
ones.

A way to reveal this behavior in a compact form is though the
diagnostic response matrix, introduced by Mathioudakis, Kam-
boukos, and Stamatis@10#. This matrix is constituted from the
results of a linear estimation, when measurement data are pro-
duced by disturbing each individual health parameter by 2%. The
matrix for the present test case is shown in Table 1. It is reminded
here that rows show the possibility of the method to identify iso-
lated changes, while columns show how estimation of a particular
parameter is influenced by deviations on other parameters. This
matrix embeds the information illustrated in Fig. 5, covering the
entire set of health indices employed.

Fault Detection and Deterioration Tracking
Individual parameter estimation discussed in the preceding sec-

tion covers the cases of faults that are manifested as individual
parameter changes. Many cases of faults, however, include simul-
taneous changes on several parameters. Faults in a component
usually imply change of both the component health indices. For
such situations, the detection capabilities of a linear method will
result from the combination of the effects on individual param-
eters discussed above. For illustration purposes a test case of
faults reported to be realistic has been chosen, taken from Ganguli
@15#. The results of estimation with linear and nonlinear method
are shown in Table 2. Here too, small differences are observed for
parameters with small NLI and larger ones for those with larger
NLI. As a general remark, the faults are rather successfully iden-
tified, but the health index deviation estimation is not always that
accurate.

Another type of situation with practical interest is the case of
overall deterioration. The specific features of the diagnostic prob-
lem for this case and a nonlinear method for deterioration tracking
was presented by Mathioudakis, Kamboukos, and Stamatis@10#.
Their formulation estimated 11 parameters from 7 available mea-
surements. When a linear model is used to support such methods,
with all other specific features retained, the accuracy may deterio-
rate as a result of the approximate estimations of health param-
eters at the successive estimation steps.

An example of such an effect is demonstrated in Fig. 8. The
result from the method of Ref.@10# implemented with a linear
model is compared to the nonlinear one originally employed. The
formulation of the original method is retained, apart from the fact
that model estimations are produced through an equation of the
form of Eq.~7! and not a fully nonlinear engine model. The much
poorer performance of the method when supported by the linear
model is observed. Overall effectiveness is assessed in Fig. 9, by
presenting the results at the final point of the deterioration sce-
nario considered. The overall picture is that most of the estimated
parameters by the linear method exhibit a significant distance
from the nonlinear estimations, which are very close to the actual
values. A remarkable feature of this formulation is that differences
in estimations occur not only for nonlinearly behaved parameters
but also for parameters that do not exhibit interrelation with others
according to the diagnostic response matrix for the 11311 prob-
lem. This shows that for the present formulation the linearity-
induced inaccuracies may influence all the parameters, a fact that
can be attributed to the additional constraints implicitly imposed
by the particular diagnostic algorithm.

It is interesting here to compare the previous results to estima-
tions of a Kalman filter. An off-the-shelf routine was employed
@16#. The observation equation used is the linear system equation
~7!, while the unity matrix was used as a state extrapolation matrix
~formulation similar to the one presented in Ref.@3#!. The estima-
tion results for the final point of the scenario examined above are
also shown in Fig. 9. This way of application gives much poorer
results than the nonlinear method.

Fig. 6 Linear and nonlinear estimates of SW12 in function of
fault level

Fig. 7 Euclidian distance of linear estimations from nonlinear
for faults with 2% deviations

Table 1 Diagnostic response matrix for linear parameter esti-
mations
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Discussion
The observations made and conclusions drawn from the results

presented previously can be related to some particular aspects of
the problem studied. The first such aspect is the way of deriving
the influence coefficients for formulation of the linear model.

Numerical evaluation of the Jacobian matrix elements is
through a numerical approximation of the partial derivatives~Eq.
~16!!. They can be evaluated using left, right, or central finite
differences and different steps. The resulting linear model will be
different for each case, as shown in Fig. 10. Although the overall
comparison to the nonlinear model is similar for the different
cases, the deviations will be of different magnitude in different
ranges of values for the different models. For example, for nega-
tive deviations the linear model with left differences is closer to
the nonlinear model, but it deviates more for positive values. The
accuracy of estimation will thus depend on the particular fault and
the discretization scheme for partial derivatives. An idea for the
impact of such inaccuracies can be given from the difference that
would be caused with critical operation parameters. As an ex-
ample, the turbine inlet temperature for a given thrust demand at
takeoff was calculated for different values ofD~SE41!. The situ-
ation at the left end of thex axis of Fig. 10 is considered. For
DT652.4%, DSE41 ranges from23% ~linear estimation, right
differences! to 22.3% ~nonlinear!. The corresponding difference
in turbine inlet temperature is 9.3 K.

The discretization step for derivative evaluation also influences
the accuracy of linear methods. In Fig. 11 the results from the

estimation of a low-pressure turbine~LPT! flow capacity increase,
using different discretization schemes, are shown. For a step of
1%, the forward~right! differences give a good estimate. If a
reduction in flow capacity was considered, however, then the
backward scheme would be the most accurate one. A much
weaker sensitivity to the scheme is observed when a much smaller
step for the discretization is employed, as shown in Fig. 12.

The formulations examined so far were the square problem of
11 parameters determined from 11 measurements and 7 param-
eters from 11 measurements. There are diagnostic methods that
employ a series of reduced square problems for diagnosis
~Aretakis, Mathioudakis, and Stamatis@11# and Gronsteadt@8#!. It
is thus interesting to examine how such situations are influenced
when linear methods are used.

The diagnostic responses matrix for a 737 square problem for
our engine test case is shown in Table 3. It is observed that the
parameters exhibiting nonlinear behavior are here again those
with differences in the estimated values. The differences observed
are larger than those for the 11311 problem in Table 1. Examina-
tion of different possible combinations of parameters for a given
set of measurements has shown that differences are only encoun-
tered for the parameters that exhibit nonlinear behavior.

A further point in the comparison between linear and nonlinear
methods is the assessment of two implementation aspects: calcu-
lation requirements and interaction with other engine systems.

Concerning calculation requirements, it is expected that the lin-
ear methods will possess an advantage, since they need much less
computational resources and have a much quicker execution time.

Fig. 8 Deterioration tracking for parameter SW26 using 400
operating points

Fig. 9 Health parameters at the final point of deterioration sce-
nario

Table 2 Results of diagnostic methods for a typical set of faults †15‡
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A comparative study of different methods computational charac-
teristics is given in Refs.@17,18#. However, the present authors
assess that slower execution times should not be considered as a
significant disadvantage today, because current computing capa-
bilities allow very fast execution times of nonlinear models, so
they can be used even for real-time implementation.

A second matter related to implementation is the impact of
inaccuracies in health parameters deviations on the values of per-
formance related quantities. For example, the engine controller
will exploit the information of a engine performance model for
tuning the controlling procedure, as discussed by Turevskiy et al.
@19# and Lietzau and Kreiner@20#. A critical parameter for such
application is the turbine inlet temperature~TIT!. TIT values pro-
duced by a model using health indices estimated by a linear
model, for measurements from an engine with 2% drop on effi-
ciency of HPT, are compared to the actual values and the values of
the healthy engine. The results for given thrust demand are as
follows:

• Healthy engine, 1488.7 K
• Faulty engine, 1508.3 K
• Estimation based on nonlinear method, 1508.3 K
• Estimation based on linear method, 1516.8 K

While the nonlinear method accurately predicts the resulting
change on TIT, the deviation for the linear model is significantly
different. A difference of about 8 deg is observed, which can be
considered as significant, given that the difference of faulty from
healthy operation is 20 deg.

As a final comment, it should be mentioned that the findings of
the above analysis have been based on a particular type of engine
that can be considered as one of the relatively more complex
layouts in existence today. If another engine is to be analyzed, the
steps and parameters defined above can be employed. For ex-
ample, a single-spool, twin-shaft industrial gas turbine has been
analyzed. It was found that nonlinearities are less pronounced in
this case and inaccuracies become significant for larger fault sizes,
in comparison to those of the test case examined above.

Conclusions
A comparison of linear and nonlinear diagnostic methods has

been presented. The expected tendency for reduced accuracy of
linear methods has been verified, but it was shown that the influ-
ence on accuracy is different for different health parameters. Some
parameters were found to change with rates close to linear, and
their estimation by linear methods was found to be very accurate.
The difference is more substantial for those that change with a
more pronounced nonlinearity.

Estimated parameters were found to be influenced to a larger or
lesser degree and the influence is different for different types of
diagnostic problem formulation. For square diagnostic problems,
the diagnostic response matrix was found to be a good indicator of
which parameters suffer inaccuracies, resulting from either inac-
curacy of their own value estimation or from information spuri-
ously attributed from other parameters. When fewer parameters
than measurements are estimated, inaccuracies are spread over the
entire set of parameters. It was shown that the difference in esti-
mation can be significant, even though individual parameters ex-
hibit only small differences.

Particular features of linear methods, such as the way of obtain-
ing influence coefficients, were discussed. Finally, the impact on
performance parameter estimation was also discussed and it
was shown that use of linear methods may lead to substantial
inaccuracies of significant parameters, such as the turbine inlet
temperature.

Nomenclature

A8 5 Exhaust area
A8IMP 5 Exhaust area deviation from datum value~Eq. ~B3!!

C 5 Weight factor~Eq. ~3!!
HPC 5 High-pressure compressor
HPT 5 High-pressure turbine
LPC 5 Low-pressure compressor
LPT 5 Low-pressure turbine

M 5 Number of measurements
N 5 Number of health parameters

Fig. 10 Linear versus nonlinear model for different ways of
derivative calculations

Fig. 11 Linear diagnoses with different ways of discretization
for Jacobian matrix elements. Step: 1%.

Fig. 12 Linear diagnoses with different ways of discretization
for Jacobian matrix elements. Step: 0.1%.

Table 3 Diagnostic response matrix for linear parameter esti-
mation. 7 Ã7 diagnostic problem.
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NLI 5 Nonlinearity indicator of parameterf j
f 5 Vector of engine component health parameters

OF 5 Objective function
Pi 5 Total pressure at stationi of the engine

SEi 5 Efficiency factor~Eq. ~B2!!
SWi 5 Flow factor ~Eq. ~B1!!

Ti 5 Total temperature at stationi of the engine
TIT 5 Temperature inlet turbine

u 5 Vector of quantities defining operating point
Wi 5 Mass flow at the positioni of the engine

XNHP5 High-pressure shaft rpm
XNLP 5 Low-pressure shaft rpm

Y 5 Vector of measured quantities
DY 5 Percentage deviation of magnitudeY from nominal

valueDY5100(Y2Ybaseline)/Ybaseline

a i j 5 Jacobian matrix elements~Eq. ~A4!!
h i 5 Efficiency of component with entrance at stationi

s f j 5 Normalized standard deviation of health parameterf j
sYi 5 Standard deviation normalized over mean value of

measurementYi

Subscripts and Superscripts

calc 5 Value of a quantity calculated by a model
f 5 Quantity referring to health parameters

given 5 Given value of a quantity, e.g., from measurement
i 5 Position along the engine
j 5 Index of health parameterf j

L 5 Linear
NL 5 Nonlinear

0 5 Baseline engine condition
ref 5 Quantity referring to the intact engine
Y 5 Quantity referring to measurements

Appendix A
The principles on which a linearized engine model is consti-

tuted are briefly presented here. Considering that the engine is
represented through a functional model expressed through Eq.~2!,
and using Taylor’s theorem we have:

Yi5Yi
ref1(

j 51

N
]Fi

] f j
~ f j2 f j

ref!1«. (A1)

« in this relation embodies all the higher-order terms of the series
expansion. By assuming that the change of health parameters is
small, higher-order terms are assumed to be negligible and we can
thus write
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Using the notation forD’s, this equation can be written as follows:
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with

ai j 5
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f j2 f j
ref

f j
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, (A4)

whereYi
j is the change of measurementYi due to change of pa-

rameterf j .
Equation~A3! for all the measured variables can be written in a

matrix form:

z5H•Df (A5)

wherez is the vector of known measured quantitiesDY andH is
the influence matrix, also called Jacobian, containing the coeffi-
cientsai j .

Equation~A3! provides the means for establishing a linearized
engine performance model. If a performance variableYi is known
at reference condition then its value at a condition that deviates
from the reference byDf can be calculated by using the linear
relation:

Yi
calc5Yi

refS 11(
j 51

N

ai j D f j D . (A6)

Appendix B
The layout of the engine considered as a test case in the present

study, together with station numbering, measurements, and health
parameters are shown in Fig. 13. The nonlinear performance
model for this engine has been developed by Stamatis et al.@14#.

The parameters employed for characterize the health condition
of each component of the engine are a flow factor SW and an
efficiency factor SE. They determine how component flow capac-
ity and efficiency are modified with respect to baseline condition.
For a component with entrance at stationi of the engine we
define:
Flow factor:

SWi5~WiATi /pi !/~WiATi /pi !0 . (B1)

Efficiency factor:

SEi5h i /~h i !0 . (B2)

Exhaust area factor:

A8IMP5A8 /~A8!0 . (B3)
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Prediction of the Transient
Thermodynamic Response of a
Closed-Cycle Regenerative Gas
Turbine
Instantaneous-response and transient-flow component models for the prediction of the
transient response of gas turbine cycles are presented. The component models are based
on applications of the principles of conservation of mass, energy, and momentum. The
models are coupled to simulate the system transient thermodynamic behavior, and used to
predict the transient response of a closed-cycle regenerative Brayton cycle. Various sys-
tem transients are simulated using: the instantaneous-response turbomachinery models
coupled with transient-flow heat-exchanger models; and transient-flow turbomachinery
models coupled with transient-flow heat-exchanger models. The component sizes are com-
parable to those for a solar-powered Space Station (radial turbomachinery), but the
models can easily be expanded to other applications with axial turbomachinery. An itera-
tive scheme based on the principle of conservation of working-fluid mass in the system is
used to compute the mass-flow rate at the solar-receiver inlet during the transients. In the
process the mass-flow rate of every component at every time step is also computed.
Representative results of different system models are compared and discussed.
@DOI: 10.1115/1.1806449#

Introduction
Models for the steady-flow performance of various configura-

tions of gas-turbine engines have been presented in many previous
studies and with various intentions such as cycle optimization
~e.g., Korakianitis and Wilson@1#!, or prediction of part-load per-
formance~e.g., Korakianitis and Beier@2#!. The transient behavior
of turbomachinery components can be predicted with CPU-
intensive unsteady Navier-Stokes computations~e.g., Korakianitis
et al. @3#!, but the effort required makes these computations un-
suitable for preliminary analyses of the transient response of gas-
turbine components and power plants through speed, load, and
mass transients.

Transient-flow models for components where the flow may be
assumed incompressible~such as some heat exchanger passages!
are easier to develop because of the constant-density assumption.
Similarly transient-flow models for ducts with compressible or
incompressible flow are easy to model by predicting with charac-
teristics the time of propagation of transients. Transient-flow mod-
els for axial and centrifugal compressor and turbine passages,
where work is added to or extracted from the flow, are harder to
develop. Non-CFD models suitable for predicting the transient
performance of compressors and turbines fall into three main cat-
egories. The first category predicts the transient performance by
obtaining equations resembling transfer functions in control
theory using phenomenological analyses of component behavior
~for example, Kuhlberg et al.@4#; Kalnitsky and Kwatny@5#!. In
the second category the unsteady conservation equations~mass,
momentum, and energy! are written in a lumped-parameter ap-
proach ~or alternatively finite volumes are considered along a
mid-streamline! through one or more components. Many of the
models in the second category use some assumption to minimize
the effects of compressibility, or the effects of mass storage or

mass depletion inside the component through the transient. For
example, the system of equations is solved assuming either in-
compressible fluid, or no storage of mass in the component vol-
umes through the transient, or another assumption that simplifies
the transient for one or more of the flow properties~for example,
Adams et al.@6#; Corbett and Elder@7#; Macdougal and Elder
@8#!. In the third category assumptions are made for the delay of
the transport of perturbations from component inlet to exit~for
example, Ray and Bowman@9#; Fink, Cumpsty, and Greitzer
@10#!. All three categories may incorporate routines for predicting
relations between inlet and outlet properties from the component
performance maps.

The purpose of this paper is to develop transient models of the
second category~using the unsteady form of the conservation
equations! suitable for predicting the performance of gas-turbine
components, and to show how the models can be coupled to pre-
dict the transient performance of engines. The compressor and
turbine models do not include assumptions~such as incompress-
ible flow, constant density, no mass storage through the transient,
or no pressure variation through the transient! that simplify the
transient behavior for any of the flow properties. The transient
models for flow through radial impellers use the unsteady forms
of conservation of mass, angular momentum and energy. These
can easily be modified for flow through axial stages by replacing
the law of conservation of angular momentum with~the simpler
equation of! the law of conservation of linear momentum through
the mid streamline of each blade row. As an application the mod-
els are used to predict the transient thermodynamic performance
of a regenerative gas-turbine engine that is approximately suitable
for providing power to the Space Station. Various combinations of
component models are evaluated by predicting the transient per-
formance in constant-speed transients~suitable for alternator
drives such as the one for the Space Station!, and variable-speed
transients~suitable for other drives for other applications!.

System Description
The transient performance of gas turbines depend on the type

and size of engine components, the working fluid, and the inputs

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
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driving the transient. These will vary from application to applica-
tion. Simplified component and approximate temperature-entropy
diagrams for the solar-powered closed regenerative Brayton-cycle
engine under consideration to provide electrical power in space
are shown in Figs. 1 and 2. Approximate dimensions and other
information for the system are included in many NASA and
NASA-contractor reports such as the two reports by Rocketdyne
@11,12# and in the Appendix.

The working fluid is a mixture of helium and xenon~He-Xe!.
Solar energy is collected by the concentrator, focused onto the
phase-change eutectic salt (LiF-CaF2) in the receiver, and trans-
ferred to the working fluid. Energy is rejected from the cycle
through the gas cooler. The gas cooler, in what is called the cool-
ant loop, uses a liquid mixture of 75% C2H3F3O and 25% H2O
~called FC275! to reject energy via the radiator to space. The
centrifugal compressor, radial turbine, and alternator rotate as a
single unit at~approximately! constant speed. The system rotates
in space in and out of the shadow of the earth with a period of
approximately 90 minutes, implying transients for the receiver
and cooler. The receiver phase-change salt is used to provide en-
ergy at almost-constant temperature to the cycle. These and other
system transients are handled by changing the mass-flow rate of
the working fluid through the components~by adding and sub-
tracting working fluid in the accumulator!, and/or by shedding
some of the electrical power output in the parasitic-load radiator.

Power for the system is partially provided by a photovoltaic
module, and partially by two regenerative Brayton cycles similar
to the one illustrated in Figs. 1 and 2, each providing approxi-
mately 30 kW. The compressor-turbine-alternator units rotate at
32,000 rpm~minimum 30,000 rpm, maximum 36,000 rpm!. At the

design point the compressor and turbine pressure ratios are just
below 2:1 ~the turbine pressure ratio is a little lower than the
compressor pressure ratio due to pressure losses!, and the mass-
flow rate is approximately 0.8 kg/s. The compressor and turbine
are small radial impellers.

Although the following models are applied to the system illus-
trated in Fig. 1, the principles are general and they can be used in
different gas-turbine engines with different components.

Component Models
The working fluid is modeled as a perfect gas with constant

cp5520.4 J/~kg•K) andcv5312.2 J/~kg•K). It is assumed that the
compressor and turbine are adiabatic.

Compressor and Turbine. The steady state compressor and
turbine performance are modeled using the following equations:

S TT2

TT1
D5S pT2

pT1
D @R/~cp•hc!#

S TT5

TT4
D5S pT5

pT4
D @Rh t /cp#

(1)

Ẇs5ṁtcp~TT42TT5!2ṁccp~TT22TT1!2Ẇfr

where the efficiencies are read from compressor and turbine non-
dimensional performance maps typical for small radial impellers.
The compressor and turbine performance maps used in this study
have been obtained from similarly sized turbocharger-type com-
pressor and turbine performance maps published by Heywood
@13#. At design-point operationhc50.916 andh t50.902. Ẇf r
represents bearing friction. The electrical power produced will be
less thanẆs because of the effects of alternator efficiency.

The transient radial compressor and turbine performance are
modeled by considering the flow at three stations, at the inlet,
middle, and outlet of the components. The whole component is
considered as a control volume for which the conservation of
mass, angular momentum, and energy are written as:

dm

dt
5ṁin2ṁot

(2)
d~mVr m

2 !

dt
56ṁVr tp

2 1
Ẇc

V
2

Ẇt

V
⇒

Ẇc2Ẇt5V2r m
2

dm

dt
1Vmrm

2
dV

dt
6ṁV2r tp

2

(3)
d~mcvT!m

dt
5~ṁcpT! in2~ṁcpT!ot1Ẇc2Ẇt⇒

dTm

dt
5

1

mcv
F ~ṁcpT! in2~ṁcpT!ot1Ẇc2Ẇt2cvTm

dm

dt G (4)

where a component is either a compressor~with work Ẇc going
into the control volume, andẆt50), or a turbine~with work Ẇt

going out of the control volume andẆc50). Ther tp
2 terms with

‘‘ 2’’ are for compressors, and the terms with ‘‘1’’ are for tur-
bines. The flow is assumed going axially into the compressor im-
peller and going axially out of the turbine impeller~no tangential
momenta at these stations!.

For axial components the unsteady form for the conservation of
angular momentum~Eq. ~3!! is replaced with the unsteady form
for the conservation of linear momentum in each stator and rotor
blade row.

The equation of state for perfect gas is used for total~stagna-
tion! and static properties, the isentropic relation connecting total
and static properties, and the definition of total enthalpy„hT5h
1U2/2⇒TT5T1U2/(2•cp)… are used at each station in the com-

Fig. 1 Schematic of the solar-powered closed regenerative
Brayton-cycle engine

Fig. 2 Temperature-entropy diagram for the regenerative
Brayton cycle. „The value of S1 is arbitrary. …
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ponent. In order to obtain closure of the models, the following
assumptions connecting properties at various locations and times
are also used:

TT,m~ t !5
1

2
@TT, in~ t !1TT,ot~ t !#

ṁm~ t !5
1

2
@ṁin~ t !1ṁot~ t2Dt !#

m5rmVcv , (5)

pT,m~ t !5pT,in~ t !FTT,m~ t !

TT, in~ t !G
@cp /~R•h t!#

pT,m~ t !5pT, in~ t !FTT,m~ t !

TT, in~ t !G
@cphc /R#

It is assumed that the efficiencies from the inlet to the middle of
the component are equal to the efficiencies from the inlet to the
outlet of the component. This is an approximation.~The efficien-
cies from the inlet to the outlet of the component are read as
functions of pressure ratio,ṁ and V, from the nondimensional
performance maps.! The mass-flow rate through the inlet of the
component at timet is assumed equal to the average of the mass-
flow rate through the inlet of the component at the same timet and
the mass-flow rate through the outlet of the component at timet
2Dt. This lagged assumption for the mass-flow rate provides the
required stability to the numerical scheme.

One additional word of caution is due here. This transient
scheme will predict an immediate response at the outlet of the
compressor or turbine due to a variation of properties at the inlet.
This is correct only if the time step is large enough for the distur-
bance to travel through the impeller passage and reach the outlet,
thus imposing a minimum time-step limit to the numerical
scheme. The resultant mixture of algebraic and differential equa-
tions is a ‘‘stiff’’ system of equations, so that its integration in
time imposes a maximum time-step limit. The time step used in
the numerical integration to predict engine transients must be be-
tween these two limits.

Equation~3! can be used to model a constant-speed variable-
work component (dV/dt50 anddẆs /dtÞ0); a constant-work
variable-speed component (dV/dtÞ0 and dẆs /dt50); and a
component in which the interdependence of (Ẇ,V) can be used to
identify the system transient.

Heat Exchangers. The steady-state performance of heat ex-
changers~receiver, regenerator, and gas cooler! is evaluated using
the method of the number of heat transfer units (Ntu , Kays and
London @14#!. Heat-exchanger effectiveness~depending on heat-
exchanger purpose! is defined by one of:

e[
Cht~Tht,in2Tht,ot!

Cmin~Tht,in2Tcd,ot!

e[
Ccd~Tcd,ot2Tcd,in!

Cmin~Tht,in2Tcd,ot!

The number of heat transfer unitsNtu are defined as:

Ntu[ f ~A,h,Cmin!.

In general it is possible to express

e5 f S Ntu ,
Cmin

Cmax
, f low arrangementD

and

Q̇5AhDTme5Cht~Tht,in2Tht,ot!5Ccd~Tcd,ot2Tcd,in!

whereTme is a suitably defined mean temperature difference~such
as the logarithmic mean temperature difference!. The above are
manipulated into:

Tcd,ot5Tht,in2S 12e
Cht

Ccd
D ~Tht,in2Tcd,in!

Tht,ot5Tcd,in2~12e!~Tht,in2Tcd,in! (6)

e5
12exp@2Ntu~12Crat!#

12Crat exp@2Ntu~12Crat!#

Ntu5
Ah

Cmin
and Crat5

Cmin

Cmax

In the receiver the salt temperature (Tsl5Tht) remains approxi-
mately constant during normal operation, so thatCrat is small.~In
the following we are using variations in salt temperature to study
system transients. Transients in sink temperature, or a combina-
tion of such transients could also be used!. In the recuperator
Cht5Ccd, so that Crat51. In the gas coolerCrat has a value
smaller than unity. The values ofe, Ntu , andCrat for the design-
point operation of the receiver, recuperator, and gas cooler are
given in the Appendix. The pressure drops in the heat-exchanger
passages are modeled as a function of working-fluid properties,
flow arrangement, and heat transfer characteristics using models
presented in Kays and London@14#. Similarly the pressure drops
in other system ducts are modeled as a function of the local prop-
erties in the ducts.

For transient performance the counter-flow and cross-counter-
flow heat exchangers are modeled by dividing the control volume
into sections along the flow direction, with three elements in each
section for fluidsa andb and the wallw, as illustrated in Fig. 3.
Fluid b may be flowing in the counter-flow or cross-counter-flow
direction with respect to fluida. It is assumed that the net energy
transfer by convective transport dominates the conduction by dif-
fusion between adjoining fluid elements. The transient continuity
equation for fluidsa and b along the control volumesi can be
written as:

dma

dt
5ṁa,i 212ṁa,i

(7)
dmb

dt
5ṁb,i 112ṁb,i

The transient energy balances can be written as:

]~mcvT!a

]t
5~Ah!a~Tw2Ta!1

]~ṁcpT!a

]x
dx

~mc!w

]Tw

]t
5~Ah!a~Ta2Tw!1~Ah!b~Tb2Tw! (8)

Fig. 3 Heat-exchanger finite-difference scheme
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]~mcvT!b

]t
5~Ah!b~Tw2Tb!1

]~ṁcpT!b

]x
dx

By writing the partial differences as finite differences and letting
superscriptn represent time steps, Eq.~8! are manipulated into:

~mcv!a,iFTa,i
n 2Ta,i

n21

Dt G5~Ah!a,i@Tw,i
n 2Ta,i

n #

1~ṁcp!a,i@Ta,i 21
n 2Ta,i

n #

~mc!w,iFTw,i
n 2Tw,i

n21

Dt G5~Ah!a,i@Ta,i
n 2Tw,i

n #1~Ah!b,i@Tb,i
n 2Tw,i

n #

(9)

~mcv!b,iFTb,i
n 2Tb,i

n21

Dt G5~Ah!b,i@Tw,i
n 2Tb,i

n #

1~ṁcp!b,i@Tb,i 11
n 2Tb,i

n #

~it can be shown analytically that the temperature variations in
time dominate the temporal changes in mass-flow rates!. These
equations are rearranged to produce a matrix equation of the form
@A#$T%5$B%, where$T% is the vector of unknown temperatures,
which is solved using a Gaussian elimination method with scaling
and partial pivoting.

The pressure drops in the heat-exchanger passages during tran-
sient flow are modeled assuming an equilibrium state at every
time step ~similar to the corresponding pressure drops during
steady flow!. The pressure distribution is assumed linear along the
flow passages. The equation of state for perfect gas is used to find
the density in each elemental volume from the local pressure and
temperature, and the mass of fluid in each elemental volume and
at each time is found frommi5r iVcv,i .

The recuperator, receiver and gas-cooler transient models are
developed from Eqs.~9!, with appropriate variations in constants
to account for design details. Some information about these com-
ponents is given in the Appendix. In the recuperator the values of
cp andcv for the He-Xe mixture are used for both fluidsa andb.
In the gas-cooler fluida is the He-Xe mixture, and fluidb is liquid
FC275, for which cp,b5cv,b5cb51.0207 kJ/~kg•K) and rb

51682.1 kg/m3 ~assumed constant!. In the receiver fluida is the
He-Xe mixture, and fluidb is the LiF-CaF2 eutectic salt.

Radiator. The radiator consists of two coolant loops, a pri-
mary and a secondary one, as shown in Fig. 4. The steady-flow
model for each radiator loop is developed by considering differ-
ential slices along its length. The heat rejected from each differ-

ential slice is evaluated by assuming that heat is radiated along the
length of the radiator, but not from its two ends; heat radiates
according to the Stefan-Boltzmann law; and the emissivity of the
surface is constant. The liquidFC275 temperature at the radiator
outlet is evaluated by integrating the resulting equation along the
radiator length:

dQ̇5sT4D dL52ṁcp dT⇒
(10)

Tot5F3sDL

ṁcp
1

1

Tin
3 G ~21/3!

where s5(emissivity)3(Stefan-Boltzmann constant)5(0.9)
3(56.7031029)551.0331029 W/~m2

•K4). For the transient
model it is assumed that the sink temperature is a function of time,
but constant along the length of the panel, in addition to the above
assumptions for steady flow. The model is developed by dividing
the radiator into segments as shown in Fig. 4. The energy balance
for the fluid a and the wallw become:

]~mcvT!a

]t
5~Ah!a~Tw2Ta!1

]~ṁcpT!a

]x
dx

(11)

~mc!w

]Tw

]t
5~Ah!a~Ta2Tw!1sAr~Tsk

4 2Tw
4 !2kAx

]Tw

]x

2kAy

]Tw

]y

If 8 and 9 denote the primary and secondary loops, respectively,
Eqs. ~11! for an arbitrary elementi in the primary loop can be
written as~explicit formulation!:

F]Ta8

]t G
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5
1

~mcv!a,i8
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•F S kAx

Dx D
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8
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2S kAy

Dy D
w,i

8
~Tw,i8 2Tw,i9 !G

Similarly, Eqs.~11! for an arbitrary elementi in the secondary
loop can be written as~explicit formulation!:

F]Ta9

]t G
i

5
1

~mcv!a,i9
@~Ah!a,i9 ~Tw,i9 2Ta,i9 !#

(13)
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~2Tw,i9 2Tw,i 219 2Tw,i 119 !

2S kAy

Dy D
w,i

9
~Tw,i9 2Tw,i8 !G

Steady-flow and transient pressure drops in the receiver and
other duct-type passages are modeled as described in the heat
exchangers.

Rotor Inertia. For constant-speed transients the inertia of the
rotating unit is not needed in the models. For variable speed op-
eration the dynamic equation of the unit is used to evaluate the
instantaneous acceleration:

Fig. 4 Radiator finite-difference scheme
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d

dt S IV2

2 D5Ẇs2Ẇal5Ẇt2Ẇc2Ẇfr2Ẇal⇒
(14)

V̇5
Ẇt2Ẇc2Ẇfr2Ẇal

IV

where for the compressor-alternator-turbine rotating unitI
523.3931026 kg•m2. The instantaneous accelerationV̇ is inte-
grated in time to give the rotational speed of the unit at the next
time instant.

System Model
The above component models are coupled to form the system

model. The rate of change of energy in the system is equal to the
rate of collected solar energy, minus the output power, minus the
rate of waste heat radiated to space. The transient formulations
conserve energy, and therefore at every instant the temperature-
entropy diagram for the cycle is a closed shape similar to the one
shown in Fig. 2. The exact location of the diagram changes at
different time instants, as driven by transients in eutectic-salt and
sink temperatures, or other system transients. The new position of
the diagram is found by iteratively evaluating the correct mass-
flow rate through the components at each instant. The control
equation for the overall system is the equation of conservation of
mass through the transient. The total mass of working fluid and
coolant in the system are assumed constant. The resultant tran-
sients can also be manipulated by specifying the mass of the
working fluid in the system as a function of time through the
period of the transient~modeling the working-fluid mass in the
accumulator during the transient!.

The state of the system at all times is represented by the com-
bination of $T,p,ṁ% at all junction points between the compo-
nents.~During transients the mass flow rate is different at each
flow station.! Transient iterations start from an initial steady state.
Starting from an imposed transient for properties at one or more
junctions between components, the He-Xe mass flow rate between
the recuperator high-pressure-side outlet and receiver inlet (ṁ3 at
station 3 in Fig. 2! is iteratively increased and decreased using an
under-relaxation technique until the conservation of total massm
in the system is satisfied, i.e., the sum of the mass in all compo-
nents is~within a user-specified accuracy! equal to the specified
total mass of the working fluid. The under-relaxation factor is
increased and decreased throughout the iterations by monitoring
the effect of changes ofṁ3 on the total system mass.

Transient Performance
Transients considered include 90 minute~orbital! sinusoidal

transients in salt and sink temperature (Tsl andTsk); loss of cool-
ant pumps; loss of some of the radiator panels; and others have
been simulated using the above models. The following system
transients are illustrative of typical results for units of the size
described above. For illustration purposes the results show tran-
sients driven by varying the eutectic salt temperatureTsl , while
keeping the sink temperatureTsk constant. The recuperator, re-
ceiver, and gas cooler are divided into eight elements, while the
radiator is divided into ten elements~for each fluid each wall
section!. Initially the models have been run to an initial state of
full convergence by specifying no changes in the variable driving
the transients. This operating point is identical~within numerical
accuracy! to the corresponding point using the steady-state mod-
els. At that operating point key parameters of the cycle have the
values shown in Table 1. The figures show the time-evolution of
various parameters~nondimensionalized with their values at the
beginning of the transients, shown in Table 1!.

Figure 5 has been produced with a system model using the
transient heat exchanger models coupled to the instantaneous-
response turbomachinery models~Eqs. ~1!!. It shows the select
output of the system response to a double-step transient of 20 K

~about 2%! in salt temperature over 1080 s~18 min, about 20% of
the 90 minute orbital transient!. The time step in the calculations
is 1 s. As seen from the figure, it takes over 18 min for the system
to reach a new steady state.T4 settles to its new value in about
800 s, butp4 , ṁ3 , andẆs require about 2000 s after the step to
reach a new steady state. The final steady state after 4000 s is
identical ~within numerical accuracy! to the initial state at the
beginning of the transient.

Figure 6 has also been produced with a system model using the
transient heat-exchanger models coupled to the instantaneous-
response turbomachinery models. It shows the select output of the
system response to a sinusoidal transient in salt temperature of
amplitude 5 K~0.47%! over 628 s~about 11.6% of the 90 min
orbital transient!. The time step in the calculations is 1 s. As seen
from the figure, the relatively long thermal transient behavior of
the heat exchangers causes the transients to reach the various
components at different phases. The peaks inT4 are about 60 s
later than the corresponding peaks inTsl , and they are of a
slightly lower amplitude. The sinusoidal variations inp4 , ṁ3 , and
Ẇs ~after an initial system transient during the first two or three
cycles! follow a sinusoidal pattern similar to that forT4 .

Figure 7 shows the select output of the response of two differ-
ent system models to a sinusoidal transient in salt temperature of

Fig. 5 Instantaneous-response turbomachinery Õtransient heat
exchangers. System response to double step in Tsl .

Table 1 Values at the beginning of transients

Variable Value

Tsk 186.0 K
Tsl 1042.0 K
T4 1012.2 K
p4 354.8 kPa
ṁ3 0.835 kg/s
V 3351 rad/s

~32,000 rpm!
Ẇs

41.1 kW
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amplitude 50 K ~4.7%! over 0.628 s. The first system model
~dashed lines! has been produced with transient heat-exchanger
models coupled to the instantaneous-response turbomachinery
models. The time step in these calculations is 0.0025 s. The sec-
ond system model~solid lines! has been produced with transient
heat exchanger models coupled to the transient turbomachinery
models~Eqs. ~2!, ~3!, ~4! and ~5!!. The time step in these calcu-
lations is 0.000025 s. Using working-fluid properties and compo-
nent sizes, it was estimated that acoustic disturbances travel
through the compressor passages in 0.000015 s, and through the
turbine passages in 0.000020 s. The short period of the transient
has been used in this case to show the differences in the system
output from the transient and instantaneous-response turboma-
chinery. In transients with longer periods the slow thermal re-
sponse of the heat exchangers dominates the transient turboma-
chinery behavior.

Figure 7 indicates that the system responds at a frequency simi-
lar to the driving frequency, and that the peaks inT4 are about
0.168 s later than the peaks inTsl . ~The delay between the peaks
is a function of the driving frequency.! The T4 responses of the
two system models are identical. The sinusoidal patterns inT4 ,
p4 , ṁ3 , andẆs are similar, and there is little difference inp4 and
ṁ3 between the two models. Because the overall system takes
about 2000 s to reach a new steady state~Fig. 5!, onceT4 , p4 ,
ṁ3 , andẆs have started increasing~the first cycle in Fig. 7!, they
drop very little below their initial values within the 2 s shown in
Fig. 7. ~They drop below their values at the beginning of the
transient at later times.! The response ofẆs ~and other related
temperatures and pressures at the inlet and exit of the compressor
and turbine! have substantially different amplitudes between the
instantaneous-response and transient-turbomachinery models. In
gas-turbine cycles with heat exchangers the long thermal-response
times of the heat exchangers dominates the turbomachinery re-
sponse. It is concluded that the transient turbomachinery models
are required for fast transients only. Such high-frequency tran-
sients may be introduced by the electronic control systems~such
as some of those required to control the system by changing the
distribution of mass between the system and the accumulator!.
The transient turbomachinery models are also required in simple
cycles~those without heat exchangers!.

Figure 8 has been produced with a system model using the
transient heat exchanger models coupled to the instantaneous re-
sponse turbomachinery models. It shows the select output of the
system response to a sinusoidal transient in a salt temperature of
amplitude 5 K~0.47%! over 628 s~about 11.6% of the 90 min
orbital transient!. The input to this transient is the same as that

shown in Fig. 6. The time step in the calculations is 1 s. Two
different transient system models are shown. The first system
model~dashed lines! simulates constant-speed operation. The sec-
ond system model~solid lines! simulates a system model with a
power-speed law of the formẆal5kV3. TheT4 responses of the
two system models are identical. The sinusoidal variations inp4 ,
ṁ3 , andẆs ~after an initial system transient during the first two
or three cycles! follow a sinusoidal pattern similar to that forT4 .
The V variations in the variable-speed model are 0.25%. The
amplitude ofẆs for the variable-speed model is less than that for
the constant-speed model because of the shape of the turbine-
efficiency contours~wider plateaus along constant-speed lines and
narrower plateaus across the speed lines!.

Conclusions
Steady-state and transient models suitable for predicting the

behavior of gas-turbine components have been developed. The
component models are based on the transient form of the conser-
vation of mass, energy, and momentum within each component.
The component models have been coupled to simulate a closed-
cycle regenerative gas-turbine cycle with components suitable as
powering units of small space systems. During transients the cycle
parameters of the overall system are iteratively evaluated. A con-
verged solution for each time step is obtained by an iterative

Fig. 6 Instantaneous-response turbomachinery Õtransient heat
exchangers. System response to sinusoidal variation in Tsl .

Fig. 7 System response to sinusoidal variation in Tsl . A com-
parison of system models with instantaneous-response turbo-
machinery „dashed lines … and with transient turbomachinery
models „solid lines ….
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scheme based on the principle of conservation of working-fluid
mass in the system. Various system transients have been studied.
For an illustration, transients driven by step and sinusoidal varia-
tions in eutectic salt temperature~variations in energy input to the
cycle!, and under constant and varying shaft speed, have been
included. In gas-turbine cycles with heat exchangers the long
thermal-response times of the heat exchangers dominates the tur-
bomachinery response. System models based on instantaneous-
response turbomachinery/transient heat-exchanger component
models can be used to predict low-frequency transients. The tran-
sient turbomachinery models are required for higher-frequency
transients, such as those that may be introduced by the engine
control system. The transient turbomachinery models are also re-
quired in simple cycles~those without heat exchangers!.

Nomenclature

A 5 heat transfer area
c 5 specific heat capacity
C 5 heat capacity rateC[ṁcp
D 5 diameter of a component
h 5 heat-transfer coefficient
I 5 rotating-unit inertia
k 5 heat conductivity of the wall
L 5 length of a component
m 5 mass

Ntu 5 number of heat transfer units

p 5 pressure
Q 5 energy transferred as heat
r 5 radius
R 5 ~universal gas constant!/~molecular weight!
t 5 time

T 5 temperature
U 5 absolute flow velocity
V 5 volume

W, Ẇ 5 work, power
e 5 heat-exchanger effectiveness
h 5 total-to-total polytropic efficiency
s 5 ~emissivity!3~Stefan-Boltzmann constant!
V 5 angular velocity

Subscripts

1, 2, . . . , 6 5 thermodynamic-cycle points
a, b 5 fluids in heat exchangers

al 5 input to alternator shaft
c 5 compressor

cv 5 control volume
cd 5 cold fluid
f r 5 friction
ht 5 hot fluid

i 5 element counter in difference equations
in 5 into component
m 5 middle of component

max 5 maximum
min 5 minimum

ot 5 out of component
p 5 at constant pressure (cp)
r 5 radiation
s 5 shaft power to alternator

sk 5 sink ~temperature!
sl 5 eutectic salt~temperature!
T 5 total property
t 5 turbine

tp 5 impeller tip
v 5 at constant volume (cv)
w 5 wall

x, y 5 Cartesian directions

Superscripts

n 5 counter in time-difference equations
8, 9 5 primary and secondary coolant loops

* 5 nondimensional quantity~nondimensionalized
with values shown in Table 1!

Appendix: Description of Components
~Note that the components of the Space Station were under

development at the time of writing.! The following information
was used to produce the results shown in this study. The receiver
has 82 tubes of Haynes 188 steel of outlet diameter 22.2 mm and
active tube length 2.5 m. At a design-point receiver operation
e50.8730,Ntu52.0635, andCrat50.0000. The recuperator is a
pure counterflow plate-fin unit of length 0.37 m, width 0.32 m,
and height 0.49 m. The high-pressure side has 62 sandwiches of
fins, with 630~0.15 mm thick! CRES 304L fins per m, with height
3.2 mm. The low-pressure side has 63 sandwiches of fins, with
630 ~0.15 mm thick! CRES 304L fins per m, with height 3.9 mm.
At design-point recuperator operatione50.9404,Ntu515.7763,
and Crat51.0000. The gas cooler is an eight-pass cross-
counterflow plate-fin heat exchanger. The fin sandwiches are rect-
angular offset, 2.3 mm high. The gas side has 470~0.15 mm thick!
CRES 304L fins per m, with height 2.3 mm. The liquid side has
790 ~0.15 mm thick! CRES 304L fins per m, with height 1.9 mm.
At design-point gas-cooler operatione50.9430,Ntu56.4501, and
Crat50.7428. The radiator has 8 aluminum 2.3 m38.0 m panels.
Key turbomachinery parameters are shown below.

Fig. 8 System response to sinusoidal variation in Tsl . A com-
parison of constant and variable rotational speed models.
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Parametric Performance of
Combined-Cogeneration Power
Plants With Various Power and
Efficiency Enhancements
The design-point performance characteristics of a wide variety of combined-cogeneration
power plants, with different amounts of supplementary firing (or no supplementary firing),
different amounts of steam injection (or no steam injection), different amounts of exhaust
gas condensation, etc., without limiting these parameters to present-day limits are inves-
tigated. A representative power plant with appropriate components for these plant en-
hancements is developed. A computer program is used to evaluate the performance of
various power plants using standard inputs for component efficiencies, and the design-
point performance of these plants is computed. The results are presented as thermal
efficiency, specific power, effectiveness, and specific rate of energy in district heating. The
performance of the simple-cycle gas turbine dominates the overall plant performance; the
plant efficiency and power are mainly determined by turbine inlet temperature and com-
pressor pressure ratio; increasing amounts of steam injection in the gas turbine increases
the efficiency and power; increasing amounts of supplementary firing decreases the effi-
ciency but increases the power; with sufficient amounts of supplementary firing and steam
injection the exhaust-gas condensate is sufficient to make up for water lost in steam
injection; and the steam-turbine power is a fraction (0.1 to 0.5) of the gas-turbine power
output. Regions of ‘‘optimum’’ parameters for the power plant based on design-point
power, hot-water demand, and efficiency are shown. A method for fuel-cost allocation
between electricity and hot water is recommended.@DOI: 10.1115/1.1808427#

Introduction
The popular use of the phrase ‘‘energy crisis’’ implies that this

‘‘energy’’ is something that is degraded as we try to capture its
usefulness. In engineering thermodynamics energy must be con-
served~or with Einstein’s theory of relativity, mass and energy are
conserved throughDE5Dmc2, and a small reduction in mass
leads to the release of huge amounts of energy!. Clearly there is an
abundance of energy on earth. At the same time there is concern
about our ability to efficiently convert this energy into the ther-
modynamic equivalent of work, a concept known as thermody-
namic availability or exergy. We do not have an energy crisis; but,
we should be concerned about our continued ability to derive
exergy from fossil fuels indefinitely. Power plants with high effi-
ciency and power density are essential.

In order to improve the ability of power plants to convert en-
ergy into exergy, utility companies have introduced combined
power plants, using more than one prime mover. There are several
ways to accomplish this, but the most common solution is a top-
ping Brayton-cycle~gas turbine! plant and a bottoming Rankine-
cycle ~steam turbine! plant, with claimed combined thermal effi-
ciencies up to 0.60 and higher. The performance of these plants
may be improved further by various configurations of steam in-
jection in the gas turbine, supplementary firing~in the Rankine
cycle or other parts of the overall cycle!, and other similar
schemes.~For example: steam-injected gas turbine, Cheng,@1#;
STIG, Fraize and Kinney,@2#; Tuzson,@3#; evaporative, Frutschi
and Plancherel,@4#, and El-Masri, @5#; water-injected stoichio-
metric combustion, WISC, Patton and Shouman,@6#; humid air
turbine, HAT, and recuperated water-injected cycle, RWI, Chiesa

et al., @7#, and Macchi et al.,@8#; cascaded humidified advanced
turbine, CHAT, Nakhamkin et al.,@9#; supplementary firing,
Finckh and Pfost,@10#!. Frequently, as a by-product of combined
power plants one can also extract additional useful energy in the
form of hot water, a concept known as ‘‘cogeneration’’ of electric
power and hot water, usually for district heating~for instance,
International Energy Agency,@11#; Horlock, @12#!. The products
of combustion~particularly of biomass! contain relatively large
amounts of water, which may be condensed to provide district
hot-water heating, or it may be condensed in the boiler~preheater!
of the steam turbine plant, thus increasing thermal efficiency fur-
ther ~for instance, Nasholm et al.,@13#; Nguyen and den Otter,
@14#; Macchi and Poggio, 1994@15#!.

While steam injection increases power output, it has the major
disadvantages of treated water consumption~which must be re-
placed in the water-treatment component of the plant! and the
large thermal loss related to the latent heat of steam discharged to
the atmosphere with the exhaust. Exhaust-gas condensation is a
way to recuperate the latent heat in the combined cycle, and also
to recycle the condensate into the plant. Some of the above studies
directly or indirectly imply that supplementary firing into the
Rankine-cycle boiler can improve the efficiency of the combined
cycle. This appears contrary to basic thermodynamic principles,
which demand that, for maximum efficiency, energy~heat! addi-
tion to the cycle must contribute to increasing maximum cycle
temperature. Most published results on cogeneration plants con-
centrate on measures of efficiency, without mentioning the equally
important parameter of power density. Various studies have been
published on predicting the theoretical efficiency, or power, or
size, of very restricted regions of combinations of these power
plants @16–19,12,20,21#. We have not been able to find in the
open literature a parametric study of combined-cogeneration
plants that involves all three concepts of steam injection, supple-
mentary firing, and exhaust gas condensation.
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Several studies have addressed the issue of ‘‘optimizing’’ the
performance of combined or cogeneration power plants, based on
several different optimizing functions~for example, von Spak-
ovsky and Evans,@22#; Frangopoulos,@23#; Yantovskii,@24#; Aga-
zzani and Massardo,@25#!. Other studies@26# have introduced the
concept of combining the capital, maintenance, and operating
costs of a power plant with the thermodynamic optimization. The
optimization results are highly dependent on the necessary inputs
of present capital costs and of future fuel and maintenance costs;
they do not directly answer the question of trends as cycle param-
eters change. However, once the cycle parameters have been re-
stricted in a narrower range, these studies are useful in optimizing
a specific plant.

The trends of the effect of steam injection, supplementary fir-
ing, exhaust-gas condensation, etc. on the efficiency, power, and
hot water for district heating derived from the above references
are confusing and occasionally contradict each other. At present
we do not have design-point performance figures~‘‘carpet plots’’!
of efficiency versus power versus energy in hot water as a func-
tion of combined-cogeneration cycle parameters. This is in con-
trast to the performance plots available for simple, regenerative,
intercooled-regenerative, etc. gas turbines~such as those, for ex-
ample among several others for gas turbines, derived by Koraki-
anitis and Wilson~1994! @27#!. This paper derives such design-
point performance plots for combined-cogeneration cycles as a
function of steam injection, supplementary firing, and exhaust-gas
condensation. The purpose of these plots is to enable us to study
the general effects~trends! of varying these cycle parameters,
rather than to pinpoint the exact performance of a specific plant.

Plant-Performance Parameters
The concept of exergy grades the amount work that can be

extracted out of any stream of energy interacting isentropically
with the local environment@28#. Electric work can readily be
converted into heat~resistance heaters!, but only a fraction of heat
can be converted to work~second law of thermodynamics, via a
power plant!. Furthermore, this fraction is reduced the lower the
exergy of the available heat. For example, in a cogeneration plant
the part of the energy available as heat in the district hot-water
heating is relatively large, but it has small potential to do work.
Clearly 1 kW h of electricity is worth a lot more than 1 kW h of
hot water. This raises the issue of appropriate allocation of costs
~capital costs, fuel costs, maintenance costs, etc.! between elec-
tricity and hot water in cogeneration plants.

The performance of any combined-cogeneration power plant of
arbitrary complexity~including steam injection, supplementary
firing, exhaust-gas condensation, and any other performance-
enhancing measure! can be measured in terms of the energyE and
exergyV inputs and outputs as shown in Fig. 1. With the aid of
this figure, we define the following combined-cogeneration cycle
performance parameters:

h th[
Ẇel,gt1Ẇel,st

Ėin

thermal efficiency (1)

e[
Ẇel,gt1Ẇel,st1V̇hw

Ėin

effectiveness (2)

Ẇ8[
Ẇel,gt1Ẇel,st

ṁin,gtCpT0
specific power (3)

Ėhw8 [
Ėhw

ṁin,gtCpT0
specific hot-water energy rate (4)

where the specific~nondimensional! valuesẆ8 andĖhw8 are non-
dimensionalized with the product of mass-flow rate of air at the
gas turbine inlet,ṁin,gt , times the isobaric specific heat capacity
of air at ambient conditions,Cp , times the ambient temperature,
T0 . Therefore,Ẇ8 and Ėhw8 are a function of the size of the gas
turbine, and they are in direct correspondence with similar
specific-power values for gas turbines available in the literature.

The denominator of thermal efficiency,h th , and effectiveness,
e, is the energy flow rate into the power plant from all sources,
Ėin , typically from the fuel input~or inputs, in the case of supple-
mentary firing!. This denominator could instead be the exergy rate
of the fuel input~s!, V in , which would involve calculations of the
partial pressures of the exhaust constituents and their correspond-
ing chemical potentials with respect to standard atmosphere. The
exergy content of most fuels is within 6.5% of the fuel energy-
flow rate @29#, and it is much harder to compute than the energy
rate, particularly for multicomponent fuels such as natural gas and
biomass. Since the constituents of these fuels vary with the fuel
source,h th ande are usually defined with the energy flow rate of
the fuel, which is easier to compute as the mass flow rate of fuel
times the lower heating value of the fuel.

Combined-Cogeneration Plant
The representative combined-cogeneration power plant shown

in Fig. 2 was developed for the design-point parametric studies,
with component characteristics, where appropriate, derived from
the GE LM5000 engine. The purpose of this representative plant
is to investigate the design-point performance of widely different
combined-cogeneration power plants as functions of turbine rotor-
inlet temperature, compressor pressure ratio, supplementary firing,
steam injection, and exhaust-gas condensation. We did not impose
limits of a minimum power demand, or district-heating demand,
or compressor surge, etc. For example, steam-injected gas turbines
today are redesigned gas turbines, and therefore can accommodate
a moderate amount of steam injection. In order to assess the im-
pact of steam injection on the cycle, the steam injection capacity
was not limited in the simulations by component considerations.

The gas turbine receives energy input from the primary fuel
~F1! and from steam injection~station 5!. The boiler of the Rank-
ine plant receives energy inputs from gas-turbine exhaust and
from the secondary fuel~F2, supplementary firing!. The total en-
ergy into the plant is

Ėin5ṁF1LHVF11ṁF2LHVF2 . (5)

Part of the exhaust gas is condensed and used to make up for
steam injection in the gas turbine~station 17; the amount is com-
puted as explained below!; and this energy~latent heat! is used in
part to preheat the Rankine-cycle feedwater~station 16!, and in
part to preheat the district hot water~stations 13–14!. The plant
includes one each~representative! open-and closed feed water
heaters, and the pressure at the HP turbine inlet is the representa-
tive 120 bar. Although in practice steam injection can occur in
several parts of the gas-turbine cycle, in this representative plant
steam injection is at combustor outlet. The steam is extracted from
the steam turbine~station 5! at the pressure of the gas turbine

Fig. 1 Energy and exergy inputs and outputs in an arbitrary
combined-cogeneration power plant
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compressor, which in the parametric study was operating at one of
the pressure ratios 10, 20, 30, or 40. The district hot water re-
ceives additional energy from the Rankine-cycle condenser. The
performance figures below indicate that in some cases the water
condensed from the exhaust is not sufficient to make up for steam
injection in the gas turbine. When that happens the plant then
needs additional water coming into the water treatment plant~sta-
tion 18!. This power-plant description is used to represent differ-
ent sizes of components in different power plants in the calcula-
tions below. The size of the plant components would be different
in different regions of the performance maps shown below.

Typically, exhaust-gas condensation occurs between 20°C and
80°C, depending on the partial pressure of the vapor and the mois-
ture content of the fuels. The major disadvantage of exhaust-gas
condensation is the corrosive effect of acids generated by several
trace constituents in the fuels such as sulfur, vanadium, chlorium,
and bromium. Natural gas and biomass have low contents of these
corrosive constituents, making them suitable for plants with
exhaust-gas condensation. Without loss of generality it was as-
sumed that the primary fuel~F1! is natural gas, and the secondary

fuel ~F2! is ground biomass pellets with 10% moisture content,
injected in the boiler, with the constituent concentrations by mass
shown in Table 1. After combustion and before exhaust-gas con-
densation in the boiler, we have a mixture of

Fig. 2 Illustration of representative combined-cogeneration power plant

Table 1 Concentrations of dry air, Swedish natural gas, and
typical dry biomass, all by mass

Constituent Air Natural gas Biomass

O2 23.14 — 42.5
N2 75.54 0.9 0.9
Ar 1.28 — —
CO2 0.04 1.2 —
CH4 — 81.1 —
C2H6 — 7.9 —
C3H8 — 4.2 —
n-C4H10 — 4.7 —
C — — 50.5
H2 — — 6.1
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O2 ~excess air from all combustion processes!;
N2 ~from air, natural gas and biomass!;
CO2 ~from complete combustion of F1 and F2, plus what

comes in with the natural gas, plus what comes in withṁin,gt ,
plus what comes in with combustion air!;

Ar from all incoming air streams; and
H2O from the combustion of H2 in F1 and F2, plus from mois-

ture in biomass, plus water from steam injectionṁ5 , plus from
the humidity of all incoming air streams.

These exhaust products are treated as a saturated vapor mixture
at 50°C and one atmosphere~temperature and pressure at station
12, with saturated vapor pressurepsa,1250.1233 bar) to evaluate
the mass flow rate of water vapor in the saturated exhaust. The
water mass fraction in the saturated exhaust,x, is computed by

x5
MWH2O

MWd

psa,12

p122psa,12
(6)

It is assumed that the remaining water is condensed (ṁ17), and
recirculated in the water treatment plant. If the condensed water is
less than the injected steamṁ5 , then the plant needs make up
water,ṁ18.

The performance of the power plant was computed using the
thermodynamic part of the model developed by Agazzani and
Massardo@25#, modified to include exhaust-gas condensation and
steam injection. This program can be used for the overall optimi-
zation of power plants, but for this paper it was used to evaluate
the performance of the power plants as specified by the inputs
above. Since the representative power plant has only one open and
one closed feedwater heaters, the computed performance is repre-
sentative of the complexity of the plant~i.e., it is not as high as
more-complex plants with additional performance-enhancing
schemes!. The calculations are used to discuss the trends in the
performance figures below, and not the exact value of maximum
plant efficiency.

Performance Figures
Figures 3 and 4 show regions of operation of different gas

turbines on theh th versusẆ8 ande versusĖ8 maps. The perfor-
mance of the power plants within these regions is explained be-
low. For 1700 K engines theregionscorresponding to increasing
pressure ratios of 10, 20, 30, and 40 move counterclockwise simi-
lar to the typical performancepointsfor simple-cycle gas turbines

Fig. 3 Regions of plant h th versus Ẇ8 as functions of gas turbine TIT and r

Fig. 4 Regions of plant e versus Ehw8 as functions of gas turbine TIT and r
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~as shown, for example, by Korakianitis and Wilson~1994! @27#!.
Just as in simple-cycle gas turbines, for each TIT as the gas tur-
bine pressure ratio increases the performance figures indicate an
optimum for specific power at compressor pressure ratios of
around 10, and a different optimum for thermal efficiency at a
higher pressure ratio of around 30. Increasing the pressure ratio
further results in decreases in both power and efficiency. The re-
gion for 1700 K andr 530 appears ‘‘optimum’’ for thermal effi-
ciency and for effectiveness, but we will explore the meaning of
these ‘‘optima’’ further below.

Similarly, for 1600 K ~shaded regions forr 510, 20, 30! the
regions move counterclockwise with increasing r; and for 1500 K
~for r 510, 20, 30! the regions move counterclockwise with in-
creasingr.

Figures 5 and 6 show the design-point performance of power
plants with TIT51700 K andr 530. These figures are typical of
the performance figures obtained for all other combinations of TIT
and r. The legend for the lines of these figures is included in the
table to the left of Fig. 2. The solid lines in Fig. 5 correspond to
different values ofĖF2 /ĖF1 , which is the rate of energy input

from fuel F2~supplementary firing! divided by the rate of energy
input from fuel F1~primary firing!, in the range of 0.0 to 0.3. The
long dashed lines correspond toṁ5 /ṁin,gt ~mass flow rate of
steam injection into the gas turbine divided by mass flow rate of
air at gas turbine inlet! in the range of 0.0 to 0.40. The dashed
lines with one dot correspond toṁ5 /ṁ3 ~mass flow rate of steam
injection into the gas turbine divided by mass flow rate of steam
into the HP steam turbine inlet! in the range of 0.3 to 0.80. The
~almost vertical! dashed lines with an ‘‘x’’ correspond toṁ17/ṁ5
~mass flow rate of condensed water from the exhaust divided by
mass flow rate of steam injection into the gas turbine! in the range
of 0.8 to 1.0. Clearly, whenṁ17/ṁ551.0 there is just enough
water available in the condensed exhaust to make up for the steam
injection, or the plant does not need the addition of new water in
the water-treatment plant. Whenṁ17/ṁ5.1.0 ~to the right of the
ṁ17/ṁ551.0 line! the plant ‘‘makes water.’’ Whenṁ17/ṁ5,1.0
~to the left of theṁ17/ṁ551.0 line! the plant needs additional
water in the water treatment plant.~Tuzson~1992! @3# estimates
the cost of treated water at 5% of the fuel cost.!

In Fig. 6 the solid lines~again! correspond to different values of

Fig. 5 h th versus Ẇ8 for power plant with TIT Ä1700 K and rÄ30

Fig. 6 e versus Ehw8 for power plant with TIT Ä1700 K and rÄ30
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ĖF2 /ĖF1 in the range of 0.0 to 0.3. The long dashed lines~again!
correspond toṁ5 /ṁin,gt in the range of 0.0 to 0.40. The short
dashed lines correspond toẆel,sg /Ẇel,gt ~power produced by the
steam turbine divided by power produced by the gas turbine! in
the range of 0.2 to 0.4. The dashed lines with double dots corre-
spond to the rate of energy from the exhaust-gas condensation
used for district hot-water heatingṁ10(h132h14) divided by the
total rate of energy input from the two fuelsĖF11ĖF2 .

Combinations of figures such as Figs. 5 and 6 for several
combined-cogeneration power plants are included in Korakianitis
et al., 1997@30#. With the information in these figures one can
obtain an understanding of the relative sizes of these components,
and compare them with components of other combined/
cogeneration power plants with the same electricity and district
heating output~with different ĖF2 /ĖF1 , ṁ5 /ṁin,gt , etc.! giving
the same electric power and hot-water energy-rate outputs from
the same region of performance~1700 K,r 530), or from another
region of performance~e.g., 1600 K,r 520).

In these comparisons:~a! the lines ofĖF2 /ĖF150.0 correspond
to cases of combined power plants without supplementary firing
but with different steam-injection rates;~b! the lines of
ṁ5 /ṁin,gt50.0 correspond to cases of no steam injection in the
gas turbine but with different rates of supplementary firing;~c! the
points of ĖF2 /ĖF150.0 andṁ5 /ṁin,gt50.0 correspond to cases
of no steam injection in the gas turbine and no supplementary
firing, identical to the left-corner point of regions in Figs. 3 and 4;
and~d! combinations of performance figures such as Figs. 5 and 6
correspond to general performance plots of several types of sim-
plifications of the model power plant.

Discussion
In all cases steam injection will increase thermal efficiency. In

all cases supplementary firing decreases thermal efficiency and
effectiveness but increases specific power and specific rate of en-
ergy. As expected, in all cases the contribution of exhaust-gas
condensation to preheating district hot-water heating increases
with increasing steam injection and increasing supplementary fir-
ing. The ṁ5 /ṁin,gt lines have a higher slope than theṁ5 /ṁ3

lines, particularly with increasingĖF2 /ĖF1 ~meaning that the size
of the steam plant increases with supplementary firing, as
expected!.

In all cases the electric power produced by the steam turbine
plant is 10 to 50 percent of the electric power produced by the gas
turbine. This means that the gas turbine dominates the overall
power plant performance. It explains why the regions of perfor-
mance shown in Figs. 3 and 4 resemble the points of simple-cycle
performance. Steam injection in general increases specific power
output and thermal efficiency. From these, one can conclude that
in order to optimize the performance of combined/cogeneration
power plants the order of importance of parameter choices is the
following:

1. Maximize turbine-inlet temperature;
2. Chose compressor pressure ratio and region of operation

~Figs. 3 and 4!; and
3. Maximize steam injection.

In all cases either enough water is condensed from the exhaust
gas to make up for steam injection in the gas turbine, or a rela-
tively small percentage of additional water is needed~up to 20%
of steam flow rate!.

Figure 7 showsh th versusṁ3 /ṁin,gt for TIT51700 K andr
530 as a function ofĖF2 /ĖF1 and ṁ5 /ṁin,gt ~corresponding to
Fig. 6!. It shows that increased supplementary firing and/or in-
creased steam injection will increase the size of the steam power
plant in relation to the gas turbine power plant. Similar trends are
shown for all the other regions of (TIT,r ).

Figure 8 showsh th versusẆ8 for TIT51700 K andr 510, 20,
30, 40 as a function ofĖF2 /ĖF1 ~0.0 solid lines and 0.1 dashed
lines! andṁ5 /ṁin,gt ~0.0, 0.05, 0.10, corresponding to Figs. 5 and
6!. The lines of increasing pressure ratio move counterclockwise.
Similar trends are shown for all the other regions of (TIT,r ).
Clearly, the performance plots indicate that the performance of the
gas turbine dominates the performance characteristics of the over-
all power plant. The lines with question marks in the figure ap-
proximate the extrapolated limit ofṁ5 /ṁ351.0, which would
correspond to a steam plant without a low-pressure turbine and
without a condenser.~This is an approximation that neglects some
auxiliary uses, such as the steam required for the deaerator, etc!.
The nearest points for these extrapolations are shown with ‘‘x’’
marks, using for the extrapolations values up toṁ5 /ṁ350.87
shown in Figs. 5 and 6!. In these limiting power plants, all the
steam released from the HP turbine is injected into the gas turbine,
and exhaust-gas condensation takes the place of the condenser and
district water preheating.

It is not surprising that the thermal efficiencies of the power
plants shown are in the 50 percent range, and they do not quite
approach the 60 percent range, if one considers that the steam
turbine plants are not ‘‘optimized’’~for instance, boiler pressure!,
and that a significant amount of power output is sacrificed to
produce even more significant amounts of district hot-water heat-
ing ~high condenser pressure!.

Fig. 7 h th versus ṁ 3 Õṁ in ,gt for power plant with TIT Ä1700 K
and rÄ30

Fig. 8 h th versus Ẇ8 for power plants with TIT Ä1700 K and r
Ä10, 20, 30, 40
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Fuel-Cost Allocation
The performance figures indicate that in each case the energy

rate in district hot water is comparable to the electric power pro-
duced. Several complex methods to allocate capital, maintenance,
and fuel costs in combined-cogeneration power plants have been
published ~for instance, Frangopoulos, 1992@23#; Yantovskii,
1994 @24#; Tsatsaronis and Chen, 1995@26#!. However, once the
power plant is in operation, there will be seasonal variations be-
tween hot-water demand and electricity, and then one must ad-
dress the question of distributing the fuel cost alone. All methods
indicate that, if the fuel costs are allocated based on energy values,
then the low-exergy district heating bears a disproportionately
large portion of the fuel cost. Some of these methods allocate
costs based on individual component losses~or entropy increases
due to irreversibility!. This is rather cumbersome in complex
power plants, particularly in cases where some components are
shared between plant functions. Such is the case, for instance, in
the boiler of the representative power plant~to which side should
one charge the entropy generated by irreversibility across the fi-
nite temperature difference in the heat exchanger?!; or in steam
injection in the gas turbine; and several other components.

We recommend that in answering the question of fuel-cost al-
location between electricity and hot water, the plant is considered
as shown in Fig. 1, and fuel costs are allocated based on exergy
values. Thus, the fraction of the total fuel cost for F1 and F2 is
allocated by

Ẇel fraction5
Ẇel,gt1Ẇel,st

Ẇel,gt1Ẇel,st1V̇hw

(7)

Ėhw fraction5
V̇hw

Ẇel,gt1Ẇel,st1V̇hw

(8)

where

V̇hw5ṁ10@~h112h10!2T0~s112s10!# (9)

With this approach the fuel cost per kw h of hot water is appro-
priately lower than the fuel cost per kW h of electricity.

Conclusions
The design-point performance of a wide variety of combined-

cogeneration power plants has been computed using a baseline
representative power plant, without imposing limitations of using
existing components. General trends of parametrically varying
these performance-enhancing schemes are illustrated, clarifying
some misconceptions of the effect of each of these enhancing
schemes on thermal efficiency, power, plant effectiveness, energy
rate in district heating, and relative size between gas turbine and
steam turbine.

The performance of combined-cogeneration power plants is
dominated by the gas-turbine performance. The performance of
these plants is optimized by:~a! maximizing turbine rotor inlet
temperature in the gas turbine;~b! optimizing the gas turbine pres-
sure ratio for gas-turbine performance;~c! optimizing steam-
turbine boiler pressure; and~d! maximizing steam injection in the
gas turbine.

Supplementary firing should only be considered as a power-
enhancing scheme, but it lowers plant thermal efficiency because
it occurs at boiler temperatures, which are usually lower than the
maximum cycle temperature~which occurs in the gas turbine!.
The exhaust-gas condensate is usually but not always sufficient to
make up for water injected in the gas turbine. The gas turbine
produces most of the plant power.

Limits in overall cycle parameters and performance are im-
posed by steam injection in the gas turbine, the temperature of
district hot-water heating, the combination of condenser pressure
and pinch point in the boiler, and the available amount of water
vapor in the exhaust.

There is still a need to investigate the off-design performance of
the plants; and to carry out the thermoeconomic optimization of
the overall power plant including the costs and benefits of steam
injection and exhaust-gas condensation.

Nomenclature

Cp 5 isobaric specific heat capacity
E, Ė, Ė8 5 energy, energy rate, specific energy rate

F1, F2 5 primary, secondary~supplementary! fuels
LHV 5 lower heating value of fuel
m, ṁ 5 mass, mass-flow rate
MW 5 molecular weight

p 5 pressure
r 5 compressor pressure ratio
T 5 temperature

TIT 5 turbine rotor-inlet temperature
W, Ẇ, Ẇ8 5 work, power, specific power

x 5 H2O fraction in saturated exhaust
e 5 power-plant effectiveness

h th 5 thermal efficiency
V, V̇ 5 exergy, exergy rate

Subscripts

d 5 dry ~all constituents except H2O)
el 5 electric output
gt 5 gas-turbine output

hw 5 hot water
in 5 into cycle
r j 5 rejected from cycle
st 5 steam-turbine output
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Using Hydrogen as Gas Turbine
Fuel
This paper addresses the possibility to burn hydrogen in a large size, heavy-duty gas
turbine designed to run on natural gas as a possible short-term measure to reduce green-
house emissions of the power industry. The process used to produce hydrogen is not
discussed here: we mainly focus on the behavior of the gas turbine by analyzing the main
operational aspects related to switching from natural gas to hydrogen. We will consider
the effects of variations of volume flow rate and of thermophysical properties on the
matching between turbine and compressor and on the blade cooling of the hot rows of the
gas turbine. In the analysis we will take into account that those effects are largely em-
phasized by the abundant dilution of the fuel by inert gases (steam or nitrogen), necessary
to control the NOx emissions. Three strategies will be considered to adapt the original
machine, designed to run on natural gas, to operate properly with diluted hydrogen:
variable guide vane (VGV) operations, increased pressure ratio, re-engineered machine.
The performance analysis, carried out by a calculation method including a detailed model
of the cooled gas turbine expansion, shows that moderate efficiency decays can be pre-
dicted with elevated dilution rates (nitrogen is preferable to steam under this point of
view). The combined cycle power output substantially increases if not controlled by VGV
operations. It represents an opportunity if some moderate re-design is accepted (turbine
blade height modifications or high-pressure compressor stages addition).
@DOI: 10.1115/1.1787513#

1 Introduction
Hydrogen, as a carbon-free energy carrier, is likely to play a

important role in a world with severe constraints on greenhouse
gas emissions. In the power industry, its utilization as gas turbine
fuel can be proposed under several possible scenarios, depending
on the mode of H2 production. For instance, hydrogen can be
produced remotely from renewable energy sources~solar or wind!
or from nuclear energy~via direct thermal conversion or by elec-
trolysis!, but in a more realistic and near-term vision it will be
derived from conventional fossil fuels by conversion processes
including CO2 sequestration. Possible solutions include:~i! re-
mote coal conversion to hydrogen~via gasification, shift, and
separation from CO2) and H2 pipeline transport to the power sta-
tion, ~ii ! integrated hydrogen and electricity production from coal
or natural gas, exporting pure hydrogen to remote users, and using
on-site low-grade hydrogen to produce power@1#, ~iii ! electricity
generation from combined cycles integrated to fossil fuel decar-
bonization~applicable to coal, oil, or gas! and to CO2 capture@2#.
Fuel cells and H2-O2 semiclosed cycles may represent future op-
tions for power generation, but combined cycles coupled to H2
production/CO2 sequestration processes can be proposed as a
short/mid-term solution for massive greenhouse gas emission re-
duction.

This paper addresses the possibility to burn hydrogen in a large
size, heavy-duty gas turbine designed to run on natural gas, for a
prompt application of the above general concepts, regardless of
the process used to produce hydrogen and its integrations with the
combined cycle. We will focus on the behavior of the gas turbine,
by considering the effects of the variation of volume flow rates
and of thermophysical properties, related to switching from natu-
ral gas to hydrogen. These effects are emphasized by the fact that
NOx emission control relies on fuel dilution with large quantities
of inert gases, like steam or nitrogen, as discussed in Sec. 2. The

consequent variation of the operating conditions is therefore much
larger than for the mere fuel substitution, calling for an analysis of
the opportunity~or necessity! of design modifications to the gas
turbine. The paper discusses these issues by considering some
possible adaptation techniques, by discussing their operational
limits and, mostly, by predicting the resulting combined cycle
efficiency and power output.

2 NOx Control
Generally speaking, three methods have been used to reduce

NOx emissions from gas turbine power plants:~i! premixed com-
bustion, including catalytic combustion,~ii ! fuel dilution, mostly
by steam, water or nitrogen;~iii ! removal from exhaust gases. For
natural gas applications, the first technique is the preferred one: at
present, the ‘‘dry low-emission’’ combustors are proposed by
manufacturers for virtually any gas turbine model. Their basic
principle is to achieve a moderate flame temperature by forcing
more air than stoichiometric in the primary zone; this is obtained
by mixing air to fuel before the combustion. Catalytic combustors,
often referenced as the future technology for extremely low emis-
sions, just enhance the same principle, allowing for a much larger
rate of premixing, no longer limited by flame stability limits.
When switching to hydrogen~or to hydrogenated fuels, such as
the coal syngas used in IGCC plants! premixing becomes a very
questionable practice, due to the much larger flammability limits
and the lower ignition temperatures of hydrogen with respect to
natural gas@3#. Therefore both dry low-emission and catalytic
combustors cannot be safely proposed for large industrial applica-
tions, to the authors’ knowledge, simply because hydrogen
promptly reacts when mixed to air at typical gas turbine condi-
tions, at virtually any rate. In fact, IGCC combustors, handling a
CO-H2 mixture with H2 content from 25 to 40%, are diffusion
burners and pre-mixed combustion was never attempted. Massive
steam or nitrogen dilution is extensively used in these combustors
@4# to control NOx . In diffusion burners, the stoichiometric flame
temperature~SFT! is representative of the actual flame tempera-
ture, strictly related to the NO formation rate.

Figure 1 shows a collection of literature data, mostly retrieved
from a GE experimental investigation with hydrogenated fuels

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
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reported by Todd and Battista@5#, showing a relation between
SFT and NOx emission for various fuels in typical gas turbine
conditions. It is clear that the utilization of undiluted H2 brings
about unacceptable levels of emission and that the SFT must be
greatly reduced to have emissions comparable to power industry
standards~25–45 ppmvd!. A reasonable value of 2300 K for SFT
can be stipulated to meet this standards, even if more experience
must be gained to set precise indications.

The third technique mentioned above~removal from exhausts!
includes:~i! selective catalytic reduction~SCR! by means of am-
monia injection~a very well-known method!, ~ii ! the Sconox pro-
cess, recently proposed for extremely elevated removal rates, us-
ing adsorption-desorption on potassium carbonate beds. These
techniques can be used downstream of H2-fueled gas turbines, as
well as for conventional units. However, their cost and size are
basically related to the amount of NOx removed~about 2000 $/ton
for SCR, 6000–8000 for Sconox~Major and Powers@6#!!. Their
utilization can be proposed to reduce emissions starting from a
moderate concentration~for instance from 100 to 10 ppm!, but the
incidence on the electricity cost would be excessive when starting
from many hundreds of ppm, as for H2 combustion~especially for
Sconox!. Therefore, excluding premixed combustors and limiting
the SCR to ‘‘finishing’’ applications, dilution techniques seem
mandatory for hydrogen utilization in gas turbine combustors.

The selection of steam and nitrogen as the possible diluents is
quite straightforward. Steam is always available in a combined
cycle and can be extracted from the steam turbine at any pressure
and at any reasonable rate. Nitrogen is available ‘‘for free’’ in
processes including air separation, i.e., in any coal or refinery
residual gasification plant: if the hydrogen used by the gas turbine
is produced on site from decarbonization of syngas from heavy
fuels, nitrogen will be surely present in large quantities1 ~see, for
instance, Lozza and Chiesa@2#!. In such plants, it is also possible
to use saturation of the hydrogen-rich gas by means of warm
water coming from the syngas cooling: it makes available a
steam-diluted fuel without extractions from the steam turbine. In
some other hydrogen production processes, nitrogen is ‘‘natu-

rally’’ available: this is the case of natural gas decarbonization by
means of an air-blown autothermal reformer@7,8#, producing a
synthesis fuel consisting of a 50–50%~approximately, by volume!
mixture of H2 and N2 , perfectly suited for NOx abatement.

3 Effects of Hydrogen Combustion
on Turbomachinery

Compared to natural gas, hydrogen combustion leads to a lower
mass flow rate and to a different composition of the product gases,
with an higher water content that in turn influences the molecular
weight and the specific heat of the mixture. The most relevant
effects on the operation of a gas turbine are:~i! a variation of the
enthalpy drop in the expansion,~ii ! a variation of the flow rate at
the turbine inlet which, in turn, affects the turbine/compressor
matching,~iii ! a variation of the heat-transfer coefficient on the
outer side of the turbine blades, affecting the cooling system per-
formance.

3.1 Influence of Fluid Composition Variation on Turbine
Enthalpy Drop and Inlet Volume Flow Rate. Figure 2~a!
shows the influence of hydrogen combustion~in presence of a
variable flow of diluting steam! on the isentropic enthalpy drop of
a turbine at a given inlet condition (T51450°C, p517 bar) and

1Throughout the discussion we will assume that nitrogen for dilution is available
at no energy cost at atmospheric pressure. This assumption is actually verified if the
plant incorporates a low-pressure air separation unit.

Fig. 1 Relation between NO x emission and stoichiometric
flame temperature, progressively reduced by steam dilution,
for gas turbine diffusive combustion at 12–16 bar with different
fuels. Nitrogen is the balance gas for 56% and 95% hydrogen.

Fig. 2 Variation of the SFT and of the inlet volume flow rate
and isentropic enthalpy drop of a hydrogen fueled gas turbine
with respect to the reference natural gas case. Curves are
drawn as a function of the added diluent flow rate: the upper
diagram refers to steam, the lower diagram to nitrogen.
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atmospheric outlet pressure, compared to the corresponding natu-
ral gas fired case. Compared to natural gas, the simple hydrogen
combustion increases the enthalpy drop by about 5%, a variation
that increases as long as the amount of added steam rises. Assum-
ing the working fluid as an ideal gas, since the isentropic enthalpy
drop can be evaluated through the expression

Dhis5E
TFIN,IS

TIN

cP~T!dT5 c̄P~TIN2TFIN,IS!,

it is possible to distinguish the effect due to the variation of aver-
agecP and the one due to the variation of the temperature drop
through the expansion~being the latter influenced by the exponent
of the isentropic transformationg, i.e., the specific-heat ratio!.
Increasing steam dilution entails an enhancement of the mixture
specific heat but a simultaneous decrease of the exponentg that
reduces the temperature drop and consequently increases the tur-
bine outlet temperature.

The secondy axis reports the stoichiometric flame temperature
resulting from the combustion. It shows that a diluent to H2 mass
ratio of about 7 is required to keep this temperature at 2300 K:
correspondingly the enthalpy drop increases by about 12% with
respect to the natural gas case.

Figure 2~a! also quantifies the variation of the volume flow rate
at turbine inlet resulting from the hydrogen combustion~always in
comparison with the natural gas fired case!. The same amount of
combustion air and the same combustion temperature~1450°C!
are assumed for all the cases and therefore also the H2 flow rate
increases as long as the diluent flow rate increases. Notice that in
the case of no dilution, although the mass flow rate of combustion
products reduces~about 2%, considered that hydrogen LHV is
119.95 MJ/kg versus 44.77 of natural gas!, the volume flow rate
increases by about 3% due to the change in composition~molecu-
lar weight of this mixture reduces from 28.27 to 26.93 kg/kmol!.
This effect amplifies when dilution is considered. At steam to H2
mass ratio of 7 the mass and volume flow rate increase by 11%
and 20%, respectively.

Figure 2~b! reports the analysis as far as nitrogen is considered
for dilution. The different scale on the abscissa reflects that a
much larger diluent to fuel ratio is required to determine a given
SFT abatement~about twice, sincecP of N2 is approximately
one-half of cP of steam!. Therefore dilution greatly affects the
mass flow rate and, consequently, the volume flow rate~black
dotted line!. On the contrary the effect of nitrogen dilution on the
turbine enthalpy drop is virtually negligible since a large amount
of nitrogen~from combustion air! is already contained in the mix-
ture so that even a large diluent addition does not substantially
modify the fluid properties.

3.2 CompressorÕTurbine Matching. Because of the varia-
tion of the volume flow rate caused by the different fuel~and
additional diluent!, using hydrogen affects the original matching
between compressor and expander in a gas turbine originally de-
signed to run on natural gas. A different running point will be set
where mass flow rate and pressure ratio will restore the fluid-
dynamic equilibrium between the two turbomachines. Typical op-
erational curves are shown in Figs. 3 and 4, for a single shaft
arrangement operating at fixed rotational speed~the only solution
adopted for large industrial gas turbines!. For high performance
axial compressors with several transonic stages, used in advanced
gas turbines, the characteristics show that the mass flow rate is
virtually constant when the inlet is choked. To improve partial
load operations, variable geometry guide vanes~VGV’s! are used
on several stator rows, affecting the characteristic lines as shown
by Fig. 3.

The operating line of the expander at constant speed is reported
in Fig. 4. When the machine is fueled with hydrogen, having a
higher heating value than natural gas, the mass flow rateGT,IN
reduces for a give compressor airflow. Nevertheless the nondi-
mensional flowGR,T,IN slightly increases, because of the molecu-

lar mass reduction. This increase becomes more and more impor-
tant whenGT,IN grows up due to the diluent addition. Therefore
switching from natural gas to hydrogen makes impossible to op-
erate the gas turbine on the same running point~i.e., at the same
VGV angle, pressure ratio,GC,IN andTT,IN).

Assuming thatA andA8 are the design points on the compres-
sor and turbine maps~Figs. 3 and 4! of the natural gas fueled
machine, three different regulation strategies can be envisaged:

~i! Letting the compressor to work at the same point~A, at the
same VGV angle! and reducing theTT,IN , to restore the fluid-
dynamic matching between compressor and turbine. The expander
runs at the design pointA8:

~ii ! Letting the VGV angle andTT,IN at their original value,
GR,T,IN can be adjusted by increasing the pressure ratio,~i.e. mov-
ing from A to B on the compressor characteristics while the tur-
bine running point moves fromA8 to B8). If the compressor is not
choked, the higherb also reduces the mass flow rate and helps to
reset the matching. If the required pressure ratio exceeds the avail-
able surge margin, one or more high-pressure stages must be
added to the compressor.

~iii ! Letting TT,IN and b at their value, equilibrium can be
found by closing the VGV’s and reducingGC,IN . The correspond-
ing running point moves fromA to C in Fig. 3. If condition de-
picted by pointC exceeds the available surge margin, additional
stages are required. The turbine running point remains unaffected
so thatC8 overlapsA8.

Remarking that the actual regulation can be carried out by
adopting all the three strategies at the same time, it is evident that
the first one seems the least interesting since the performance of a
combined cycle substantially decays whenTT,IN reduces. The ef-
fects of the latter strategies on the cycle performance will be dis-

Fig. 3 Typical compressor characteristic curve at constant ro-
tational speed. Different lines correspond to different settings
of the variable guide vanes angle.

Fig. 4 Typical turbine characteristic curve at constant rota-
tional speed
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cussed later~Sec. 5!, but it can be anticipated that off-design
operations imply a substantial change of the gas turbine power
output. Therefore considerations about mechanical stresses can
heavily influence the regulation strategy: dealing with such limits
is beyond the scope of the present analysis but they must be care-
fully considered.

The hydrogen combustion~and related dilution! also entails
substantial changes in the shape of the velocity triangles, due to
the increase of the enthalpy drop and volume flow rate that influ-
ence the flow velocity and its axial component, respectively.
Given that the flow is accelerated along the gas path, the turbine
blades can operate efficiently even for incidence angles sensibly
different from the design value and these changes in the velocity
triangles consequently have small effects on the turbine perfor-
mance. A more relevant efficiency decay can be caused by the
increase of the kinetic energy loss at the exhaust due to the in-
creased flow rate for the same exhaust area.

3.3 Blade Cooling. Hydrogen combustion and additional
dilution affect the cooling system under two different aspects:

• the varied composition of the hot stream enhances the con-
vective heat-transfer coefficient on the outer side of the blade
increasing the thermal flux with negative consequences on the
performance of the cooling circuit;

• the higher pressure ratio increases the convective heat-transfer
coefficients on both blade sides and the temperature of air used in
the cooling circuit whose performance decays.

Effect of Flow Composition. The correlation proposed by
Louis @9# allows us to evaluate the average heat-transfer coeffi-
cient on the outer side of the blade:

hOUT50.285
~rv !0.63cP

1/3k2/3

D0.37m0.7
,

where v is the main stream speed referred to the cascade exit.
Replacing steam to CO2 ~as it actually occurs when H2 replaces
natural gas as fuel! has no significant consequences on the heat
flux imposed on the blade outer surface, as it can be argued from

Table 1. On the contrary, steam dilution determines an increase of
the thermal flux since the heat-transfer coefficient for steam is
higher than for air. A secondary effect is an increase ofhOUT due
to the higher average velocity of the gas stream along the flow
path related to the higher available enthalpy drop.

Although the calculation model used for the final discussion
~Sec. 5! considers the current gas turbine cooling circuits includ-
ing film cooling and multipass channels, the behavior of a cooling
circuit in consequence of a change in the main stream composition
can be better discussed by considering a very simplified convec-
tive cooling circuit. It consists of a single internal duct run by the
cooling fluid whose blade transverse section is schematically
shown on the left side of Fig. 5. The temperature profiles along
the blade height are shown in Fig. 5, right side. The blade can be
considered a cross-flow heat exchanger, where the cooling flow
ensures that the highest metal temperature remains within the
stipulated limit.

Enhancing the thermal flux on the blade at constant cooling
flow rate causes an increase of the temperatures along the profiles
as shown in Fig. 6~a!. The constraint on the maximum metal
temperature can be restored either by increasing the cooling flow

Table 1 Thermophysical properties at 1000°C and 10 bars

r,
kg/m3

cP ,
kJ/kg K

m3106,
Pa s

k3103,
W/m K r0.63cP

1/3k2/3/m0.7

Air 2.736 1.183 50.109 83.164 73.84
Steam 1.702 2.482 48.241 135.465 98.15
CO2 4.158 1.289 49.524 81.696 98.09

Fig. 5 Simplified blade cooling model. Blade is assumed as a cross-flow
heat exchanger where heat capacity of the outer stream is infinitely larger
than the one of the inner stream. Main temperature profiles are reported in
the right diagram.

Fig. 6 Temperature–heat-transfer area diagrams showing dif-
ferent situations in the simplified cooling circuit of Fig. 5. Tem-
perature profiles have the same meaning of Fig. 5: from left,
they refer to coolant, inner blade wall, outer blade wall, main
gas stream. The continuous lines refer to the original situation,
the dashed ones to modified conditions.
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rate~Fig. 6~b!! or by reducing the temperature of the outer stream
~Fig. 6~c!!. In hydrogen operation of a gas turbine designed to run
on natural gas, it seems straightforward that the cooling circuit
does not change and therefore the solution of Fig. 6~b! cannot be
adopted. Decreasing the turbine inlet temperature~Fig. 6~c!! ap-
pears the only feasible alternative.2

Effect of Pressure Ratio.An increase of the cycle pressure
ratio influences the blade cooling mechanisms in three main as-
pects:~i! the heat-transfer coefficients enhance on both the inner
and the outer blade side due to the fluid density increase;~ii ! the
temperature of the cooling air from compressor increases;~iii ! the
coolant mass flow rate increases because of coolant density in-
crease for a given circuit geometry. About the first point, we al-
ready discussed the negative effects of anhOUT enhancement. On
the contrary, an enhancement ofhCOOL has positive effects be-
cause it reduces the temperature difference between the fluid and
the metal blade. Nevertheless, the simultaneous and proportional
enhancement of the heat-transfer coefficient on both the blade
sides due to the pressure ratio increase is not neutral because it
increases the heat flux~and consequently the temperature drop!
across the blade wall, bringing the maximum metal temperature
beyond its admissible value~Fig. 6~d!!. Finally, a coolant tem-
perature increase causes the shift of all the temperature profiles as
shown in Fig. 6~e!. A temperature decrease of the flow at the
turbine inlet is then required to restore the capability of the cool-
ing circuit to meet the imposed limits~Fig. 6~f!! although this
effect is somehow mitigated by the coolant flow increase allowed
by the higherb.

4 Calculation Methodology
The performance prediction was carried out by a computer code

developed by the authors’ research group during several years of
activities about gas turbine power plants. For a comprehensive
description, see Chiesa and Macchi@10#. As a brief reminder, the
main features of the code include the capability of reproducing
very complex plant schemes by assembling basic modules~such
as turbine, compressor, combustor, steam section, heat exchanger,
etc.! and an effective prediction of the efficiency of turbomachines
~gas and steam turbine stages, compressors! at their design point
by means of built-in correlations. The calculation process also
includes the one-dimensional design of the gas turbine stages,
useful to establish all the aerodynamic, thermodynamic, and geo-
metric characteristics of each blade row necessary for an accurate
estimation of the cooling flows and the evolution of the cooled
expansion. The cooling model accounts for film cooling, thermal
coatings, and multipassage internal channels with enhanced heat-
transfer surfaces. These effects are evaluated by means of some
parameters, calibrated to reproduce the performance of advanced
gas turbines. The complete procedure is reported in Ref.@10#.

Even if the code is conceived for prediction of gas turbine
performance at the design point only, introduction of convenient
hypotheses on off-design behavior of turbomachines has made
possible calculating the performance of hydrogen fueled com-
bined cycles. We suppose that off-design operations are limited to
the gas turbine because of the extreme rigidity of its design. Heat
recovery steam generator and steam turbine can be easily adapted
to run at the different conditions resulting from H2 combustion,
due to a more flexible manufacturing.

The ‘‘reference’’ natural gas combined cycle was calculated by
using a set of assumptions reported by Table 2. The main data for
the gas turbine are tuned to describe a Siemens V94.3A unit,
representative of a state-of-the-art, heavy-duty, single-shaft ma-
chine@11#. The assumptions for the steam cycle calculation repro-
duce the present technological standards. The efficiency~38.17

and 57.57%! predicted for the gas turbine and the combined cycle,
respectively, are in good agreement with declared data~38.20 and
57.30%!. The same holds for power output~259.4 and 387.2 MW
versus 260 and 390 MW!. The assumptions of Table 2 were used
for all the cases considered, apart from the gas turbine air flow,
pressure ratio, and TIT, varied according to the following discus-
sion. In fact, according to Sec. 3, different approaches can be
adopted to use hydrogen as the fuel; three alternatives will be
considered in the paper:

VGV Operation. In this case no major modifications are re-
quired to the gas turbine provided that the stall margin is guaran-
teed. Additional high-pressure compressor stages can help to re-
cover this margin. Calculation proceeds keeping the pressure ratio
at the design value, with an inlet airflow reduced to recover the
matching between compressor and turbine. Given the shape of
efficiency curves on the compressor map~Fig. 3!, it has been
assumed to keep the compressor efficiency at the design value~the
actual variation of efficiency depends on specific design criteria
and cannot be generalized!. The turbine maintains the original
geometry~diameters, blade heights, angles! and cooling circuit
characteristics but runs on a lower TIT in order to maintain the
same blade metal temperature of the natural gas case. The differ-
ent enthalpy drop is accommodated by varying the load on each
stage at constant degree of reaction: according to Sec. 3, effects of
loading on the stage efficiency have been neglected, but variations
of the kinetic energy at the turbine outlet were kept into account.

Increasedb. The second approach assumes that the VGV’s
remain full open and compressor/turbine matching is reset by in-
creasing the operating pressure ratio. Calculation proceeds by as-
suming that the compressor characteristics is vertical~constant
airflow!. Given the stall margins available on the actual machines,
it is really doubtful that this strategy can be adopted without any
modification to the machine design, especially when SFT of 2300
K are demanded. Probably, one or more high-pressure compressor
stages must be added@12,13# shifting upward the surge limit. In
this case every compressor stage operates very close to the design
point so that their efficiency can be correctly predicted by the
code built-in correlations. Assumptions for turbine calculation are
the same used in the previous case. TIT experiences a more sig-
nificant decrease, justified by the warmer cooling flows and the
higher heat-transfer coefficients related to the higherb.

Re-engineered Machine.In this case the standard machine is
re-designed to comply with the larger flow rate at the turbine inlet.
The compressor is virtually unchanged and the turbine blade
height is increased to accommodate the larger gas flow. In this
approach, turbine geometry and blade cooling flows are adapted to
operate the gas turbine at the sameb and TIT of the standard
machine. Since the calculation is based on the very same assump-
tions used for the natural gas fired machine, this case represents
the highest performance limit attainable with a hydrogen fueled
gas turbine of the assigned technology level.

2The rationale underlying this strategy is that the same lifetime of a machine
running on natural gas can be preserved in hydrogen operations by maintaining the
same maximum metal temperature.

Table 2 Main assumptions for reference cycle calculations

Gas turbine
Ambient condition: 15°C, 1.0132 bar, 60% RH
Inlet/outlet pressure losses51/3 kPa
Air/exhaust gas flow5633.8/644 kg/s
Pressure ratio517, TIT51350°C
Natural gas LHV544.769 MJ/kg, preheated at 185°C

Steam cycle~three pressure levels, reheat!
Evaporation pressures: 166/36/4 bar
Condensing pressure: 0.0406 bar
Maximum steam temperature at SH/RH outlet5565°C
DT at pinch point58°C, at SH approach point525°C
Auxiliaries consumption51% of heat rejected
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5 Discussion of Results
The general results of the investigation are reported in Table 3,

showing details of~i! the reference natural gas cycle,~ii ! the three
pure hydrogen fueled cases, calculated according to the strategies
described in Sec. 4,~iii ! the three hydrogen cases with steam
dilution to achieve 2300-K SFT,~iv! the same cases repeated for
nitrogen dilution. Figures 7~a!–~f! reports the most relevant pa-
rameters of the calculated cycles as a function of the SFT, i.e., by
varying the hydrogen dilution rate.

5.1 Results With VGV Operations „Constant b…. As dis-
cussed in Sec. 3, pure hydrogen combustion products show supe-
rior heat-transfer capabilities and a lower TIT must be selected~11
K—see Table 3!. To keep the same pressure ratio, the airflow
remains almost unchanged, as well as the heat input~LHV !, for a
number of reasons related to the variations of molecular mass,
inlet temperature, nozzle cooling flow. The gas turbine power in-
creases~3%!, due to a larger turbine enthalpy drop, but the steam
cycle loses some power~5 MW!, due to a lower TOT~about 8 K!
and gas flow. The total power slightly increases~0.7%! and a
better efficiency is predicted. Note that this efficiency increase is
not related to any improvement in the power cycle. It just depends
on the thermodynamic properties and on the different lower heat-
ing value of the fuels~in fact, the higher heating value reduces
efficiency!.

When using steam dilution, we obtain~with respect to the un-
diluted H2 case! ~i! a lower TIT~Fig. 7~c!, i.e., 23 K at dilution for
SFT52300 K!, due to the higher heat-transfer capabilities of hot
gases with larger water content,~ii ! a reduced air flow~Fig. 7~d!!,
to accommodate for the added diluent flow,~iii ! a relevant im-
provement of the gas turbine output~lower compressor power due
to lower air flow, elevated turbine power due to a larger enthalpy
drop!, ~iv! a reduced steam turbine output, due to the steam ex-
traction. Therefore the total output does not change dramatically
~Fig. 7~a!! but a different gas to steam turbine power ratio can be
depicted~Fig. 7~f!!. A loss of efficiency is predicted~Fig. 7~b!: 2
percentage points at elevated dilution!, because of the detrimental
effects of steam/air mixing~typical of mixed gas/steam cycles, as
discussed by Macchi et al.@14#!.

The situation is different with nitrogen dilution, because:~i! the
TIT and the TOT do not change significantly, the gas properties
being very little affected by N2 addition, ~ii ! the compressor air
flow must be reduced because of nitrogen injection, to keep the
GR,T,IN unchanged,~iii ! the gas turbine power increases due to the
lower compression power,~iv! the steam turbine power remains
unchanged~same TOT and gas flow!, ~v! the N2 compressor
power requirement is larger than the power augmentation of the
gas turbine~42.7 MW versus 33 for the cases reported in Table 3!,
because it is less efficient than the gas turbine compressor~85.0%

versus 92.4 on a polytropic basis! and brings the nitrogen~from
atmospheric pressure! to a larger pressure than combustion air
~1.2 times!, sufficient for fuel mixing. Therefore the power output
and the efficiency reduce with N2 injection, mostly due to the
above quoted effects regarding N2 compression: the cycle thermo-
dynamics is practically unmodified~differently from steam injec-
tion, strongly affecting the cycle with larger efficiency losses!.

5.2 Results at Increasedb „Constant Air Flow…. When
using pure hydrogen as the fuel, results are very similar to the
previous case~a negligible variation ofb here, of airflow there!.
On the contrary, significant differences arise with large dilution
ratios: a larger pressure ratio is required to accommodate for the
larger gas flow at the same airflow and turbine nozzle area. TIT
must be reduced to keep into account for the higher coolant tem-
perature~a consequence of the largerb!, in addition to different
heat-transfer properties of steam-rich mixtures. Figure 7~e! and
Table 3 show thatb must be increased to 18.5 for steam and to
19.7 for N2 if the SFT should be kept at 2300 K, requiring the
addition of at least one compressor stage. Compared to VGV op-
erations, the TIT reduction is much larger~Fig. 7~c!! because of
the higher coolant temperature~436°C atb519.7 versus 406 at
b517!, even if slightly larger cooling flow rates result from in-
creasedb, assuming that coolant passages are unmodified.

The lower TIT is the main reason for the lower efficiency ob-
tained for the present cases~Fig. 7~b!!; another reason is the in-
creased kinetic energy loss at the turbine exhaust because of the
higher flow rate through the same annulus area. The power output
~Fig. 7~a!! is much higher than for the cases with VGV operations,
because the air flow rate is no longer reduced and full advantage is
taken from the added diluent flow. For the 2300-K dilution the gas
turbine power rises to 314 MW~steam! and 340 MW (N2) from
an original value of 257 MW. Such a large modification will re-
quire a number of mechanical adaptations and a larger generator
in addition to a modified compressor. Similar situations were en-
countered in the development of gas turbines for IGCC applica-
tions @12,13#.

5.3 Results for the Re-engineered Machine. This is the
situation showing the minimum impact on the cycle efficiency and
the maximum improvement of the power output. With respect to
the previous case, a larger power output is accomplished because
a TIT reduction is no longer necessary, due to the same coolant
temperature~unmodified pressure ratio! and to the adaptation of
the cooling circuit to the different heat transfer capabilities~Table
3 shows that cooling flows vary according to the turbine flow,
determining the blade surface!. On another side, keeping the de-
sign pressure ratio allows for the optimum cycle configurations:

Table 3 Main results of the investigation „GT: gas turbine, SC: steam cycle …

Fuel Nat. gas Hydrogen, VGV operation Hydrogen, increasedb Hydrogen, re-engineered

Diluent none none steam nitrogen none steam nitrogen none steam nitrogen

Dil./fuel mass ratio 0.00 0.00 6.78 14.44 0.00 6.92 15.36 0.00 6.83 14.45
SFT, K 2545 2745 2300 2300 2746 2300 2300 2745 2300 2300
Pressure ratio 17.00 17.00 17.00 17.00 17.05 18.47 19.73 17.00 17.00 17.00
TIT, °C 1350 1339 1316 1340 1339 1305 1319 1350 1350 1350
TOT, °C 585.1 574.7 577.2 574.2 574.1 562.7 548.6 584.0 591.4 569.5
Air flow, kg/s 633.8 631.9 584.1 550.7 633.8 633.8 633.8 633.8 633.8 633.8
Gas flow, kg/s 644.0 632.7 623.5 631.1 634.6 676.5 728.2 634.7 678.1 725.9
Fuel flow, kg/s 15.02 5.58 5.67 5.52 5.59 6.02 6.11 5.66 6.31 6.31
Diluent flow, kg/s 0.00 0.00 38.44 79.67 0.00 41.71 93.78 0.00 43.10 91.21
MaAX 0.441 0.437 0.442 0.437 0.439 0.479 0.504 0.441 0.441 0.441
Cooling flows, kg/s 139.8 138.0 138.4 138.1 138.3 146.2 149.0 143.6 168.9 163.1
GT output, MW 256.8 264.5 292.0 297.6 265.1 314.4 340.5 266.3 323.8 342.7
SC net output, MW 130.4 125.6 91.5 125.3 125.7 92.1 132.4 130.1 104.9 142.1
N2 compressor, MW 0.0 0.0 0.0 42.7 0.0 0.0 54.3 0.0 0.0 48.9
Total output, MW 387.2 390.1 383.5 380.2 390.9 406.4 418.6 396.4 428.7 436.0
LHV efficiency, % 57.57 58.32 56.38 57.46 58.32 56.25 57.15 58.35 56.60 57.57
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Fig. 7 „a… Combined cycle net power output, „b… combined cycle net efficiency, „c… total temperature at first rotor inlet
„TIT…, „d… air flow at compressor inlet, „e… gas turbine pressure ratio, „f… gas turbine Õsteam cycle power output
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the efficiency decays for the same reasons described for VGV
operations~steam mixing or higher pressure of compressed N2 ,
depending on the diluent!.

6 Conclusions
The simulations carried out in this work allow a positive answer

to the issues related to hydrogen combustion in modern gas tur-
bines. However, a SFT abatement to about 2300 K seems neces-
sary to comply with NOx emission limits without incurring exces-
sive operating costs of the end-of-pipe de-nitrification systems.
This is possible without dramatic performance losses by means of
a massive fuel dilution with steam or nitrogen~the latter providing
minor losses of efficiency!. Different strategies have been envis-
aged to operate the gas turbine in presence of dilution. Looking at
the VGV operated solution~which appears the most likely for the
first realizations! the efficiency loss is limited to 0.9 points for
nitrogen dilution and 1.9 for steam dilution. Equally small is the
influence on the combined cycle power output provided that the
gas turbine power output can be increased~by about 10%! in
consequence of the compressor airflow reduction. The other solu-
tions here investigated~increased pressure ratio and re-engineered
machine! are not particularly attractive in terms of efficiency but
provide a much larger power output, an opportunity to reduce the
specific costs provided that engineering costs are divided upon a
sufficient number of units. It must also be noticed that VGV op-
erations reduce the part-load capabilities of the machine, but make
the gas turbine rather insensitive to elevated ambient temperatures
~the ‘‘natural’’ power loss can be compensated by re-opening the
VGV’s!. As a final consideration on system costs, it can be said
that steam dilution allows for reduced capital cost compared to
nitrogen, even if providing lower efficiency. In fact, a smaller
steam turbine and condenser can be adopted, while the N2 dilution
requires a bulky and expensive additional compressor.
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Nomenclature and Acronyms

cP 5 specific heat at constant pressure, J/kg K
D 5 reference blade dimension~chord!, m
G 5 mass flow rate, kg/s

GR 5 nondimensional mass flow rate (GART/p)
h 5 heat transfer coefficient, W/m2 K
k 5 thermal conductivity, W/m K

LHV 5 lower heating value, MJ/kg
MaAX 5 axial Mach number at turbine outlet

p 5 pressure, Pa
SFT 5 stoichiometric flame temperature, K

T 5 temperature, °C or K

TIT 5 first rotor total inlet temperature, °C
TOT 5 turbine outlet temperature, °C

v 5 flow velocity, m/s
VGV 5 variable guide vanes

b 5 compressor pressure ratio
Dh 5 enthalpy drop, J/kg

g 5 specific heat ratio
h 5 efficiency
m 5 dynamic viscosity, Pa s
r 5 density of the gas stream, kg/m3

Subscripts

C 5 relative to the compressor
COOL 5 coolant side of the blade wall

FIN 5 final condition
IN 5 inlet condition
IS 5 isentropic

OUT 5 outer side of the blade wall
T 5 relative to the turbine
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Advanced Zero Emissions Gas
Turbine Power Plant
The AZEP ‘‘advanced zero emissions power plant’’ project addresses the development of
a novel ‘‘zero emissions,’’ gas turbine-based, power generation process to reduce local
and globalCO2 emissions in the most cost-effective way. Process calculations indicate
that the AZEP concept will result only in a loss of about 4% points in efficiency including
the pressurization ofCO2 to 100 bar, as compared to approximately 10% loss using
conventional tail-endCO2 capture methods. Additionally, the concept allows the use of
air-based gas turbine equipment and, thus, eliminates the need for expensive development
of new turbomachinery. The key to achieving these targets is the development of an
integrated MCM-reactor in which (a)O2 is separated from air by use of a mixed-
conductive membrane (MCM), (b) combustion of natural gas occurs in anN2-free envi-
ronment, and (c) the heat of combustion is transferred to the oxygen-depleted air by a
high temperature heat exchanger. This MCM-reactor replaces the combustion chamber in
a standard gas turbine power plant. The cost of removingCO2 from the combustion
exhaust gas is significantly reduced, since this contains onlyCO2 and water vapor. The
initial project phase is focused on the research and development of the major components
of the MCM-reactor (air separation membrane, combustor, and high temperature heat
exchanger), the combination of these components into an integrated reactor, and subse-
quent scale-up for future integration in a gas turbine. Within the AZEP process combus-
tion is carried out in a nearly stoichiometric natural gas/O2 mixture heavily diluted in
CO2 and water vapor. The influence of this high exhaust gas dilution on the stability of
natural gas combustion has been investigated, using lean-premix combustion technolo-
gies. Experiments have been performed both at atmospheric and high pressures (up to 15
bar), simulating the conditions found in the AZEP process. Preliminary tests have been
performed on MCM modules under simulated gas turbine conditions. Additionally, pre-
liminary reactor designs, incorporating MCM, heat exchanger, and combustor, have been
made, based on the results of initial component testing. Techno-economic process calcu-
lations have been performed indicating the advantages of the AZEP process as compared
to other proposedCO2-free gas turbine processes.@DOI: 10.1115/1.1806837#

The AZEP Concept
The AZEP concept~see Ref.@1#! is shown in Fig. 1. The com-

bustor in an ordinary gas turbine is here replaced by the MCM-
reactor, which includes a combustor, an air preheater, a membrane
section ~mixed conducting membrane, MCM!, and a high tem-
perature heat exchanger section~see@2#!. As shown in the figure,
air is compressed in a conventional gas turbine compressor. Typi-
cally air can be extracted from the compressor at 20 bar and
450 °C. A major part, about 90%, of the extracted compressed air
is preheated to about 900–1100 °C in the lower section of the
MCM-reactor. The reason for this high preheating temperature is
to reduce the membrane area.

The transport of oxygen through the membrane is increasing
with increasing temperature. However, in order to avoid signifi-
cant degradation of the membrane there is also an upper tempera-
ture limit, which is material dependent. In the membrane section
40%–50% of the oxygen in the air stream is transported through
the dense MCM.

The membrane is made from materials with both ionic and
electronic conductivity~see Fig. 2!. An oxygen partial pressure
difference causes oxygen ions to be transported through the mem-
brane by means of a diffusive process. Simultaneously the elec-
trons flow from the permeate side back to the retentate side of the
membrane.

Oxygen is picked up by means of a circulating sweep gas con-
taining mainly CO2 and H2O ~see@3#!. The concentration of oxy-
gen in the combustor inlet is about 10%. The natural gas is typi-
cally provided at pressures of 25 to 35 bar and the temperature in
the combustor may be over 1200 °C. About 90% of the hot com-
busted gas then enters the high temperature heat exchanger sec-
tion in the MCM-reactor in countercurrent flow to the air stream.
The air stream then can be heated to above 1200 °C. About 10%
of the combusted gas is bled off and heat is recovered by heating
a minor part~10%! of the compressed air.

Hot compressed air then enters the turbine to generate electrical
power. Waste heat in both the oxygen-depleted air stream and the
CO2 containing bleed gas stream is recovered by generating steam
at different pressure levels. The steam is utilized in steam turbines
for power generation. The CO2 containing bleed gas is further
cooled to condense water. CO2 is recovered at about 20 bar and is
then compressed to final pressure. Main features of the AZEP
process are

• efficiency reduction of about 4% points after CO2 removal,
• 100% capture of CO2 ,
• no NOx emissions, and
• predicted 30%–50% CO2 removal cost reduction compared

with conventional tail-end CO2 capture methods~see@4#!.

The AZEP Project
A joint feasibility study on the AZEP concept was first per-

formed by Norsk Hydro, Norway, the original inventor of the
concept, and the gas turbine manufacturer ABB ALSTOM Power
Sweden AB ~today Demag Delaval Industrial Turbomachinery
AB!. As this study showed a high potential of the technology, not
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2002, final revision, March 2003. Associate Editor: H. R. Simmons.
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only on performance like gas turbine efficiency and CO2 capture,
but also indicated a much lower CO2 avoidance cost compared to
alternative technologies~see@5#!, it was decided to develop this
technology in a consortium by inviting other partners with
complementing skills.

The project is characterized by a vertically integrated industrial
involvement supplemented by well-established academic partners
essential for this novel and important development. Ten partners
from six European countries~see website www.azep.org! repre-
sent a combination of expertise covering all necessary skills~de-
velopment of materials, ceramic manufacturing methods, high
temperature heat exchanger, combustion technology for AZEP gas
mixtures, gas turbine and power plant technology, and techno-
economic and environmental analysis!.

A modular approach has been adopted for the work such that
know-how is developed within individual work packages, which
deliver components, designs, and process data to the project~see
Fig. 3!. The on-going first three-year phase~started December
2001! primarily focuses on research and development of the
MCM-reactor upon its constituent units, the combination of these
components into an integrated reactor, and its subsequent scale-up
for future integration in a gas turbine. After the components have
been identified and manufactured, they will be integrated into a
complete MCM-reactor design, and subsequently tested at simu-
lated gas turbine conditions to verify overall functionality.

In order to develop the optimum AZEP with an integrated
MCM-reactor, process simulation and economic evaluation is be-
ing continuously performed. The resulting data will be used to
define benchmarks~e.g., cost of electricity, net present value!.
Market potential for AZEP plants will be identified considering
the growing CO2 market for oil and gas recovery as well as
emerging financial measures to curb CO2 emissions, including
CO2 trading.

Technical Challenges
The technical challenges within the project are associated with

the following areas:

• combustion of natural gas in highly diluted exhaust gas
streams at low temperature~,1300 °C! and with little excess
oxygen present,

• the air separation membrane and its stable operation within
the gas turbine system~target.30,000 h!,

• a heat exchanger stable at high temperatures~.1200 °C! and
in the presence of steam and carbon dioxide,

• high temperature~.1100 °C! sealing between ceramic ele-
ments,

• achieving highest surface to volume ratios within ceramic
components for the required oxygen and heat transport rates,

• integration of the MCM-reactor in the gas turbine system,
and

• start-up philosophy and gas turbine trips.

The project is focusing its main efforts on addressing these
challenges, and the present paper will discuss progress in some of
these areas.

The MCM Reactor
The MCM-reactor is comprised of three main integrated pro-

cess units: oxygen transporting membrane~MCM!, low and high
temperature heat exchangers, and a combustion section~see Figs.
3 and 4!. Compressed low temperature air~at 20 bar, 450°C! from
the gas turbine compressor enters the reactor through a transition
duct leading to the inlet openings of the low temperature heat
exchanger. This heat exchanger increases the temperature level
above 800 °C, so that air may enter into the MCM section and
‘‘give off’’ oxygen to the recirculated exhaust gas stream. From
the MCM section the air enters the high temperature heat ex-
changer where its temperature is raised to a value close to the hot

Fig. 1 AZEP process flow sheet

Fig. 2 Schematic drawing of MCM membrane, with oxygen
swept from the permeate side of the membrane by recirculated
exhaust gas

Fig. 3 AZEP project work packages

Fig. 4 MCM reactor showing the ceramic monolithic structure
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exhaust gas temperature from the combustor~.1200 °C!. From
the high temperature section the now hot and oxygen-depleted air
is led out of the reactor to the power-generating turbine.

Both the MCM and the heat exchangers are based on ceramic
monolith structures~honeycombs! with high surface-to-volume
ratio and low pressure drop. Exhaust gas from the combustion
chamber flows counter-currently to the airflow, heating up air and
picking up and transporting oxygen to the combustion section.
The oxygen is transported through the ceramic walls of the MCM
monolith structure. Materials are identified for the MCM and heat
exchanger and have been demonstrated at laboratory scale and
AZEP conditions.

Modeling has been performed to determine the optimal con-
figuration of these process units, and to determine their boundary
conditions. The pressures and mass flows of air and oxygen to the
combustion cycle are set by the overall turbine process. By utiliz-
ing ceramic monolith structures for both heat transport and oxy-
gen transport these operations can be performed in an integrated
monolith stack.

A monolith structure with given channel width and wall thick-
ness has a fixed specific surface to volume ratio~m2/m3! available
for heat and mass~oxygen! transfer. The required total volume of
the monolith structures can then be calculated. In principle the
ratio between length and width can be chosen freely. However, in
order to maintain laminar flow and avoid excessive pressure
losses, the free flow area must be above a certain value.

In current design the total height of the monolithic stack is ca.
2 m, and the design is based on standard sized monoliths~with
side length of ca. 15315 cm!. Internal channels sizes are in the
range of 1–2 mm, giving surface to volume ratios in the range
500–1000 m2/m3. This unit or standard sized system has a thermal
load between 50 and 100 kW~corresponding to an energy density
of 1–2 MW/m3!. Based on such a modular system any size of
capacity can be performed by simply increasing the number of
standard ceramic monolith stacks. Thus the heat and oxygen trans-
fer capacity is adjusted to fit the gas turbine system capacity by
simply adjusting the number of standard sized monolithic stacks.
This acts to increase the length of reactor~see@6#!.

For comparison also plate and pipe solutions that have a simi-
larity with SOFC design solutions have been evaluated together
with honeycomb structures. Our membrane/heat exchanger struc-
tures differ from SOFC solutions in that electric circuit connectors
are not necessary. The reason is that the membrane material trans-
fers both oxygen ions and electrons internally and therefore is
electrically neutral. This makes it possible to use ceramic mono-
lithic structures. As honeycomb structures have both low pressure
drop and high surface-to-volume ratios, the chosen design is based
on monolithic structures both for the MCM membrane and the
heat exchangers.

Combustion Methodology
The working fluid in the AZEP process consists of extremely

diluted fuel/oxidant mixtures~e.g., 5% CH4 , 10% O2 , 28% CO2 ,
57% H2O, by volume!. Since the exhaust gas is formed by sto-
ichiometric methane combustion the molar ratio of H2O and CO2
is always 2:1. The reactivity of such mixtures in existing lean,
premix burners and catalytic combustors is lower than those of
standard CH4/air mixtures at similar temperatures in the following
ways:

• Ignition delay times are nearly an order of magnitude higher
~based on CHEMKIN calculations!.

• Residence times for complete burn out of CO and UHCs are
higher.

• Flame speeds are lower.

On the positive side, there is very limited nitrogen within the gas
~associated with the natural gas!, and thus NOx formation is not
an issue.

The situation is exacerbated by the fact that the overall tem-
perature of the combustion products must be relatively low~e.g.,
1200 °C!. The low temperatures are dictated by the fact that the
membrane materials are limited in their thermal stability. This
signifies that current combustion methods may have to be consid-
erably modified/developed.

Currently available burning methods are swirl-stabilized, diffu-
sion burners, lean premixed burners, and catalytic burners. How-
ever, these on their own are not optimized for the AZEP processes.
Traditional, vortex stabilized combustion methods, utilizing turbu-
lent recirculation zones for flame stability may not be relevant to
this process due to the low pressure drops and low velocities
present.

In the present paper initial results on the combustion of AZEP
mixtures at high-pressure conditions in a lab-scale combustion
chamber will be discussed.~Previous results on AZEP combustion
at atmospheric pressure may be found in@7#!. In this experiment
the combustion was stabilized by vortex regions formed after a
sudden expansion of the inlet gases as shown in Fig. 5. The
backward-facing step expansion, in a cylindrical configuration,
was from 25 to 75 mm diameter.

Experiments were performed at a given inlet temperature and
velocity. The gas was ignited and the fuel concentration was
gradually reduced until the flame became unstable and the CO
emissions rapidly increased. When the flame started to pulsate and
unburned hydrocarbons started to be emitted the ‘‘lean blow out’’
~LBO! limit was recorded. The results of the testing are given in
Fig. 6 in terms of the lean blow out limit as a function of the
combustion pressure. Experiments were performed for both air
and an AZEP mixture (O21exhaust gas!.

Fig. 5 Backward-facing step combustion stabilization

Fig. 6 Lean blowout limit of combustion for methane in both
an air and AZEP „O2¿exhaust gas environment. „The inlet tem-
perature and velocity of each data point are indicated. …
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As expected, the high levels of CO2 and H2O inhibit combus-
tion, leading to an increase in the LBO of more than 150 K, as
compared to the results obtained with air. Although the LBO de-
creases with increasing pressure, it is still at 1550 K~1277 °C! at
a pressure of 14 bar, above the goal temperature of 1200 °C.

A further challenge associated with AZEP combustion is related
to the complete burnout of the combustion intermediate CO. Fig-
ure 7 shows the CO emissions as a function of the lambda value
~excess oxidant ratio of combustion!. As seen, even at high flame
temperatures, where flame stability is not an issue, an excess
amount of oxygen is necessary to ensure that the CO will be fully
converted to carbon dioxide. This is undesired since it would add
to the cost and size of the required membranes.

Another option for flame stabilization is catalytic combustion,
proposed to have advantages to homogeneous gas phase combus-
tion for standard gas turbine systems with air as the oxidant. With
catalytic combustion it is possible to obtain complete and stable
combustion at much lower temperatures, allowing extremely lean
fuel combustion outside the flammability limits of homogeneous
reactions. More detailed description of the basics of catalytic com-
bustion can be found in@8–12#. In the next phase of the project
various catalytic combustion concepts will be evaluated regarding
their application in the current AZEP process.

Integration in the Gas Turbine System
The AZEP gas turbine set and its auxiliary systems consist

mainly of standard equipment with one exception: as mentioned
the conventional combustion chamber in a standard gas turbine
will be replaced by the MCM-reactor. Necessary turbine modifi-
cations are therefore essentially concentrated to the integration of
the MCM-reactor to the gas turbine system, which substantially
reduces technical and commercial risks.

Gas Turbine Selection. Several criteria have been put up for
the selection of the gas turbine in AZEP:

• It must be a high performance, modern gas turbine with high
turbine inlet temperature and potential for higher pressure
ratio that can also form the basis for larger machine develop-
ments in the future.

• Its design should have a potential for retrofitting existing gas
turbine systems with AZEP gas turbine systems in the future.

• Space must be available for a transition duct to the MCM-
reactor.

• The start-up procedure for an AZEP gas turbine system must
not be too complicated.

After evaluation of three alternative gas turbines the 43 MW
~simple cycle! one-shaft gas turbine GTX100 has been selected as

the best alternative for a future AZEP gas turbine system. It meets
the above-mentioned criteria and it also has the following proper-
ties:

• The GTX100 is less complicated and safer to redesign than
the other evaluated alternatives.

• A single shaft turbine facilitates the start-up of the AZEP gas
turbine system.

• The gas turbine combustor has a double wall for convection
cooling, which is the method that will be used in the AZEP-
turbine, and this makes it easier to integrate the MCM-reactor
to the gas turbine.

Transition Ducts Between Gas Turbine and MCM-Reactor.
Due to the size of the MCM membrane and the heat transfer areas
preliminary design has been made for two transition ducts be-
tween the gas turbine and two parallel MCM-reactors~see Fig. 8!.
The chosen principle for the transition duct is to use coaxial ducts
with hot gas ~depleted air! from the reactor in the inner duct
cooled by the air from the compressor in the annulus between the
ducts.

A non-insulated inner duct for the hot air~ca 1250 °C! air is
proposed, which will allow a fairly simple design of the transition
duct. In combination with thermal coating on the inside of the hot
duct the maximum temperature of the wall material will be around
800 °C. With chosen design and a short length of the transition
duct the temperature loss on the hot side can be kept around 16 °C
and the heat expansion can be kept low.

Start-Up Philosophy. At start-up the ceramic core structure
is heated up from ambient condition with an external heat source
in such a way that temperature gradients are within acceptable
limits. The gas turbine is speeded up from stand still with a start-
ing motor. This must be done so that the outlet temperature of the
gas turbine compressor matches the cool side of the sweep gas.
The pressure difference between compressor outlet and sweep gas
side must be controlled but is not critical since the membrane
walls can withstand considerable pressure differences. When the
temperature in the membrane core is sufficient to start the oxygen
transport, fuel is fed to the combustion zone. Heat from the com-
bustion is then transferred to the oxygen depleted air and the
turbine inlet temperature increases. The starting motor power can
then be reduced. Temperature and oxygen transport to the reactor
core is thereafter increased until normal running conditions are
achieved.

To facilitate start-up a by-pass duct will connect the cold air
side with the turbine inlet. With a valve on the by-pass duct and a
valve on the cold air transition duct to the reactor it is possible to
gradually control the gas turbine almost as fast as burners at the
ordinary gas turbine are controlled~see@13#!. With this strategy

Fig. 7 CO emissions as a function of the excess oxidant ratio
of combustion. The data were taken at flame temperatures be-
tween 1700 and 1800 K.

Fig. 8 Gas turbine GTX100 in the middle modified for AZEP
with one MCM reactor on each side
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the outlet of the MCM-reactor will be kept at constant high tem-
perature after the initial heating of the core irrespective of the
load. The inlet temperature of the core will follow the outlet tem-
perature of the compressor.

Transient calculations have been made to simulate the reactor
temperature propagation at start-up. These calculations indicate a
start-up time comparable with an ordinary GTCC start-up time.
The challenge is here to avoid overheating and inhomogeneous
temperature distributions in the ceramic structures in the MCM-
reactor.

Gas Turbine Trips. The proposed valve arrangement will
also make it possible to bypass the reactor at gas turbine trips.
However, the pressure cannot be allowed to change too rapidly for
reasons related to the mechanical integrity of the MCM-reactor.
During shorter stops the temperature profile of the core can be
maintained with the help of a small airflow through the core and a
corresponding small amount of external firing. Controlling the
mixing of heated and unheated air will then control the tempera-
ture at the turbine inlet.

Summary
The paper describes AZEP, a membrane based concept, to se-

questrate CO2 from gas turbine-based power generation processes.
Results of the on-going EU funded development project are pre-
sented. The MCM-reactor, which replaces the combustion cham-
ber in an ordinary gas turbine, is described together with its inte-
grated components: the oxygen selective MCM membrane and the
heat exchangers~all built on a monolithic ceramic structure! and
the combustor. Alternative combustion methods for the extremely
diluted fuel/oxidant mixtures in AZEP~e.g., 5% CH4 , 10% O2 ,
28% CO2 , 57% H2O) are investigated and results of lean blow
out ~LBO! limit and CO emissions are shown. Integration of the
MCM-reactor ~via transition ducts! to the selected gas turbine
GTX100 for AZEP is described and start-up philosophy is given
for the AZEP gas turbine system.
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Performance Comparison of
Internal Reforming Against
External Reforming in a Solid
Oxide Fuel Cell, Gas Turbine
Hybrid System
Solid Oxide Fuel Cell (SOFC) developers are presently considering both internal and
external reforming fuel cell designs. Generally, the endothermic reforming reaction and
excess air through the cathode provide the cooling needed to remove waste heat from the
fuel cell. Current information suggests that external reforming fuel cells will require a
flow rate twice the amount necessary for internal reforming fuel cells. The increased
airflow could negatively impact system performance. This paper compares the perfor-
mance among various external reforming hybrid configurations and an internal reforming
hybrid configuration. A system configuration that uses the reformer to cool a cathode
recycle stream is introduced, and a system that uses interstage external reforming is
proposed. Results show that the thermodynamic performance of these proposed concepts
are an improvement over a base-concept external approach, and can be better than an
internal reforming hybrid system, depending on the fuel cell cooling requirements.
@DOI: 10.1115/1.1788689#

Introduction
The National Energy Technology Laboratory~NETL! Strategic

Center for Natural Gas~SCNG! is supporting the development of
several solid oxide fuel cell based technologies. The Solid State
Energy Conversion Alliance~SECA! was initiated in the fall of
1999 to encourage the development of environmentally friendly
solid-oxide fuel cell modules for use with commonly available
fossil fuels at low cost. The Alliance is coordinated by the U.S.
Department of Energy’s National Energy Technology Laboratory
and Pacific Northwest National Laboratory. The basic building
block of the proposed future fuel cell will be a compact and light-
weight, 5-kW solid state module that can be efficiently mass-
produced. The modularity of the system will remove a major con-
tributor to current high fuel cell costs, namely the present need to
separately design and custom-build fuel cell stacks for each par-
ticular application. In addition, the proposed solid state design
will leverage numerous recent advances, such as production of
thin-film solid electrolyte materials and precise, automated manu-
facturing technologies developed largely in the semiconductor in-
dustry. Reduced manufacturing costs, when combined with the
traditional high efficiency and outstanding environmental perfor-
mance of the fuel cell, will make the SECA module a prime op-
tion for a wide range of electric power needs—including those
satisfied by hybrid fuel cell and gas turbine systems.

NETL/SCNG is also supporting the development of Fuel Cell/
Gas Turbine~FC/GT! ‘‘hybrids.’’ These systems will increase
electrical efficiencies by 10 to 15% compared to standalone fuel
cells ~10% for smaller systems!. A 300-kW hybrid system with
SECA fuel cells might have 40, 5 kW fuel cells with a 100 kW gas
turbine. Plans for most SECA stack designs have reforming exter-
nal to the fuel cell, at least initially. This design approach favors

serviceability and does not link the fuel cell stack lifetime to the
reformer. Also, a fuel cell has more general use if internal reform-
ing is not used, since employing internal reforming will force an
additional constraint—namely the operation on the specific fuel
for which the internal reformer was designed. Much work must
still be accomplished to understand exactly what opportunities
exist for developing commercially viable systems based on the
integration of these systems.

Hybrid Arrangements. To date, most of the literature discus-
sion on SOFC hybrid design and performance has assumed an
indirect-internal reforming fuel cell~IIR-SOFC!. Two recent pa-
pers that discuss IIR-SOFC hybrid systems are Nishida et al.@1#
and Kimijima and Kasagi@2#. Costamagna, Magistri, and Mas-
sardo@3# and Campanari@4# are papers based on the IIR-SOFC
design of Siemens-Westinghouse Power Company~SWPC!.

The lack of studies for SOFC hybrids using external reforming
~ER-SOFC! could be for several reasons. Recently SWPC com-
pleted demonstration of a 250–300-kW IIR-SOFC hybrid system.
As a result, this technology has had more exposure and has been
given more attention than other technologies. Another reason
could be that the ER-SOFC hybrid~a simple concept is shown in
Fig. 2! appears less efficient, and thus is less likely to be pro-
moted. As yet, no ER-SOFC hybrid designs have been proposed
in the literature. As a result, the base-concept design in Fig. 2 was
generated for this work. This paper will then show two more
ER-SOFC hybrid system concepts, one employing cathode re-
cycle with a reformer in the recycle loop and the other a staged
fuel cell connected by a reformer. These will be compared with
the base-concept ER-SOFC hybrid and the typical IIR-SOFC hy-
brid shown in the literature.

IIR-SOFC Versus ER-SOFC
In an IIR-SOFC, most of the fuel reforming occurs in a passage

prior to entering the anode. In a planar stack of cells, reforming
passages would be located in between cells~although not neces-
sarily between each one!. Since there is still a considerable
amount of heat generated by the fuel cell beyond that which is

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38566. Manuscript received by IGTI, Oct. 2002;
final revision, Mar. 2003. Associate Editor: H. R. Simmons.
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necessary for the reforming, excess air in the cathode is still nec-
essary for cooling. The tubular IIR-SOFC developed by SWPC
uses 3.5 to 4 times more excess air than that required for stoichio-
metric reaction.

For a fuel cell that does not incorporate internal reforming,
even more excess air is required for cooling since the endothermic
reaction of the reforming would no longer be cooling the fuel cell
in between cells of a stack. A study done by TIAX LLC and
presented by Thijssen@5# estimates an excess air ratio of 7.7:1 for
an ER-SOFC. While other design aspects will affect the excess air
necessary, it is a reasonable estimate that an external reforming
fuel cell would require twice the amount of air as an internal
reforming design. It will be shown that in a hybrid configuration
where the SOFC is pressurized by a gas turbine, an increase in
excess air lowers the cycle thermal efficiency~assuming constant
fuel cell efficiency!. Therefore, it first appears that the ER-SOFC
could have a disadvantage in performance within a pressurized
hybrid configuration.

System Arrangements
In this paper, we compare the performance of four hybrid de-

signs. First a typical configuration for an IIR-SOFC is described.
It is then compared with a base-concept ER-SOFC hybrid. Then
two arrangements are presented as concepts that improve the ER-
SOFC hybrid performance.

Arrangement 1—Typical IIR-SOFC Hybrid. Thermody-
namic calculations were performed for the hybrid arrangement
shown in Fig. 1, which is similar to that given by Kimijima and
Kasagi @2# for a 300-kW system. Air is compressed and then
heated to a minimum of 973 K through the heat exchanger. For
comparison, the maximum allowable air temperature increase
across the cathode will be 200 K, as in Ref.@2#. This maximum
has been given various values in the literature from 100 to 200 K
and will of course depend on the particular fuel cell~design, size,
etc.!. The spent fuel from the anode is recycled through the re-
former and the nonrecycle is burned with the air from the cathode
exhaust in the oxidizer. If there is not enough heat for the recu-
perator to raise the compressed air temperature to 973 K, then
supplemental fuel is added to the oxidizer.

Table 1 shows other parameters relevant to this case and the
other cases that will be shown. The fuel cell electric efficiency
was fixed at 51.4% for all cases, matching Campanari’s value.
@Some detailed modeling done at NETL has shown that there
could be a slight~1–2%! variation in the fuel cell efficiency with
oxygen concentration as might occur due to changes in air utili-
zation or recycle.# Finally, the global fuel utilization is a result of
the fuel recycle. A pressurized, desulfurized fuel source was as-
sumed. The same flow of fresh fuel to the inlet of the internal
reformer was used for all cases.

In order to illustrate a general point, let us assume the airflow is
increased, and the cathode inlet temperature requirement kept the

same~973 K!. The resulting outlet cathode temperature would be
lower, and assuming the same amount of spent fuel going to the
oxidizer, the combustion temperature would decrease for the
higher airflow as well. This means more supplemental fuel must
be added to the oxidizer in order to keep the cathode inlet tem-
perature at 973 K. Thus the system efficiency would be less~as-
suming the fuel cell efficiency is the same!, although there will be
more power from the turbine. Therefore, the idea is that since the
ER-SOFC hybrid will require a higher airflow, its performance
will suffer compared to the IIR-SOFC hybrid.

Arrangement 2—Base-Concept ER-SOFC Hybrid. The
second arrangement, as shown in Fig. 2, is for an ER-SOFC hy-
brid with one reformer and one fuel cell. The placement of the
reformer after the cathode is the most likely location due to the
availability of heat. That is, the temperature of the cathode
exhaust stream~1173 K! is a good match for the reformer inlet.
Also, having the reformer pressurized on both the fuel and hot
air/gas side is beneficial since the differential pressure is reduced
and the air/gas side volume is reduced compared to atmospheric
operation.

Table 2 compares results for Arrangements 1 and 2, showing
the lower performance calculated for the external reforming case.
Since the temperature requirements for both fuel cells are the
same, they will have the same outlet temperature. But for Ar-
rangement 2, the air must then pass through the reformer. The air

Fig. 1 Arrangement 1—typical hybrid with indirect internal re-
forming SOFC

Fig. 2 Arrangement 2—base-concept hybrid with SOFC and
external reformer

Table 1 Operating conditions

SOFC power 207.8 kW
SOFC electric efficiency 51.4%
Inverter efficiency 96%
SOFC/reformer heat loss 4%
Single-pass fuel utilization 0.80
Global fuel utilization~anode recycle! 0.91
CH4 flow at SOFC inlet 0.0081 kg/s
Reformer steam to carbon ratio 1.8:1
Energy necessary for 96% methane
conversion~4% reformed in FC!

90.7 kW

Energy needed to raise methane from
500 to 1173 K~assume methane is
heated to 500 K in a stack exhaust HX!

21.7 kW

Energy content of methane–steam
mixture with a 50-K temperature change.
Used in calculations for Arrangements 2,
3, and 4.

6.7 kW

Air temperature increase across cathode 200 K
Compressor pressure ratio 4
Expander expansion ratio 0.98/3.6
Compressor isentropic efficiency 76%
Expander isentropic efficiency 85%
GT mechanical efficiency 95%
Alternator efficiency 98%
Recuperator effectiveness 85%
Blower isentropic efficiency 70%
Blower mechanical efficiency 90%
Blower pressure ratio 1.06

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 Õ 87

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



temperature exiting the reformer is 1079 K, 94 K lower than the
cathode outlet temperature for Arrangement 1. Also, since the air-
flow rate is higher, and the spent fuel to the oxidizer is the same,
an even lower temperature would exist at the turbine inlet.~Extra
fuel is added in both cases since the temperature must be high
enough to supply the heat necessary for the cathode inlet, but
without the supplemental fuel the turbine inlet temperature would
be 1239 K for Arrangement 1 and only 1120 K for Arrangement 2,
a difference of 119 K.! Hence, Arrangement 2 is further burdened
since it must raise the lower temperature while at a higher airflow
rate. This explains the lower efficiency for Arrangement 2. One
mitigating effect also related to the increase in flow is a potential
improvement in the fuel cell performance. Since the airflow rate
through the cathode is higher, the average oxygen concentration in
the fuel cell will be higher than Arrangement 1, thereby slightly
enhancing the fuel cell performance~1–2% according to a de-
tailed analysis of a fuel cell!.

In the comparison analysis, the pressure drop is assumed to be
the same for both cases from compressor outlet to turbine inlet.
This assumption offers a conservative approach to this study by
slightly overestimating the ER performance. Although the flow
rate is higher for Arrangement 2 the design could account for this
by making the flow areas larger for Arrangement 2 by 60%. Ob-
viously, increasing the flow area will also impact the size of Ar-
rangement 2, but the present work does not consider such effects.

In this case, the reformer requires a total of 106 kW of heat:
90.7 kW for the endothermic reaction, 21.7 kW for the methane
heating, and26.7 kW supplied by the methane and steam gas
itself. This assumes a reformer fuel outlet temperature of 1123 K.
If the reformer fuel gas were allowed to cool even more, this
would send a lower temperature fuel to the fuel cell and thus
could be used to help fuel cell cooling. However, even for a low
fuel temperature of 973 K to the anode inlet, the system efficiency
would only be 1% higher. Also for a 973 K outlet reformer tem-
perature, the kinetics would be too slow to have good methane
conversion at the outlet.

Arrangement 3—Cathode Recycle Hybrid„Using the Heat
Sink More Effectively…. In order to improve the system thermal
efficiency of the previous design, it is necessary to reduce the
airflow work while maintaining adequate cooling for the fuel cell
and supplying 106 kW of high-quality heat to the reformer. The
first concept involves recycling the cathode exhaust through the
reformer and back into the cathode inlet~see Fig. 3!. The hot
cathode exhaust that is recycled is cooled as it passes through the
reformer prior to reentering the fuel cell inlet.

One concern with this arrangement is the amount of work the
blower, or recycle device, must perform. For the results in Table 2,
an improvement in thermal efficiency compared to Arrangement 2
is shown. This assumes a blower pressure ratio of 1.06:1~5% total
pressure loss!. If a blower was used to do the recycle, it would
need to withstand high temperatures, 1173 K if placed at the re-

former inlet, or 1023 K if placed at the reformer outlet. Another
concern is the reduced oxygen concentration compared to the
other system arrangements. Again, detailed modeling done at
NETL indicates the fuel cell efficiency could be slightly lower
than Arrangement 1 due to the reduction in oxygen concentration
resulting from recycle. The advantage to this arrangement is the
lower turbine inlet temperature and hot-side heat exchanger inlet
temperature~the turbine exhaust gas temperatue, EGT! compared
to the other arrangements as shown in Table 2.

Arrangement 4—Interstage Reforming Hybrid. The final
novel arrangement stages the reforming between two fuel cell
modules, each providing 104 kW of power~see Fig. 4!. Put in
terms of SECA type fuel cells, each 104-kW module would be
made up of 21 5-kW fuel cells in parallel. Note that the total fuel
cell power in Arrangement 4 is the same as that for the single
stack in the other arrangements~208 kW!.

As shown in Fig. 4, the hot cathode exhaust from the first
module is cooled by the reformer prior to entering the cathode

Fig. 3 Arrangement 3—cathode recycle through the external
reformer

Fig. 4 Arrangement 4—interstage reforming

Table 2 Comparison of results

Arrangement Efficiency
~%!

Total
power
~kW!

Blower
work
~kW!

Fuel added
to oxidizer

~kg/s!

Compressor
flow
~kg/s!

Cathode
flow
~kg/s!

TIT1

~K!
EGT2

~K!

1
Internal

63.1 318 0.0020 0.548 0.548 1392 1053

2
External

55.5 403 0.0064 0.972 0.972 1397 1057

3
Cathode
recycle

61.6 249 21.2 0 0.380 0.972 1269 960

4
Interstage
reform

63.9 305 0.0014 0.486 0.486 1382 1052

1TIT denotes turbine inlet temperature.
2EGT denotes turbine exhaust gas temperature.
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inlet of second. Thus, the first fuel cell module is used as a means
to heat the air to a temperature necessary for the reformer, and the
reformer is in turn used as a means to cool the air to an acceptable
level for the second fuel cell module. The same amount of heat,
106 kW, is necessary in the reformer section as for Arrangement
3. However, this arrangement does not have the efficiency penalty
related to the recycle blower. The improved performance result is
shown and compared with the other cases in Table 2. Compared to
Arrangement 1, the airflow for Arrangement 4 is slightly lower
~11%! and thus explains the higher efficiency.

The issue of pressure drop is similar to the discussion given in
Arrangement 2, with the exception that the air must now pass
through two fuel cell modules in series. Therefore, unless the flow
area were increased compared to the flow area of Arrangement 2,
the pressure drop would double since the air is effectively going
over twice the length. All arrangements assume a 10%~of 4 atm!
pressure loss for the components between the compressor and
expander. If that were doubled to 20% for Arrangement 4, the
efficiency would decrease 1.1%~to 62.8%! and the total system
power would decrease by 17 kW~to 288 kW!.

Regarding the power electronics treatment of the dual stack
versus single stack arrangements, it is proposed that the dual stack
be operated in electric-series. With this approach, approximately
the same total fuel cell voltage to the power electronics subsystem
is achieved, thereby keeping the efficiency of the electricity pro-
cessing system constant for the two cases studied. It also helps to
keep the reactions in both stacks ‘‘locked together’’ so that heat
generation in both stacks is very closely the same in keeping with
the assumption for this study.

Figure 4 shows that there is a 14 K higher inlet and outlet
temperature for the second fuel cell~987 and 1184 K, respec-
tively!. The requirement has been a minimum cathode inlet tem-
perature of 973 K and maximum cathode air temperature increase
of 200 K. If the cathode outlet temperature were also limited to
1173 K, then a few options are available. One solution would be
to increase the airflow. The results then compare very close to
Arrangement 1 with calculations showing an airflow rate of 0.518
kg/s and efficiency of 63.1%. This also lowers the cathode air
temperature increase to 188 K. A second option would be to add a
heat exchanger between the cathode outlet of the first fuel cell and
the reformer, and exchange heat with the air entering the cathode
inlet of the first fuel cell. This would require a very high tempera-
ture heat exchanger, but would also reduce the temperature re-
quirement of the turbine exhaust heat exchanger. A third option
would be to increase the fuel flow to the reformer, producing more
hydrogen than is necessary for the fuel cell; hydrogen that could
be used for other purposes. However, the amount of excess hy-
drogen produced in this case would seem too small to make it
economical.

Finally, if the fuel cell electric efficiency was 54.2%, then the
heat balance would be such that an exact match of inlet~973 K!
and outlet~1173 K! temperature of both fuel cells would be ob-
tained~the system electric efficiency would be higher as well of
course, 65%!.

The arrangement shown in Fig. 4 is for reforming between two
fuel cell modules; however, a 3-fuel-cell arrangement~FC-
Reformer-FC-Reformer-FC! could also be used. The result, given
a 51.4% cell electric efficiency, would be a more pronounced
increase in successive cathode inlet temperatures and the options
mentioned above would again need to be employed to reduce the
temperature. Note that this could begin to make excess hydrogen
production an interesting option, but a more detailed analysis is
needed in order to determine the advantages and disadvantages
compared to stand-alone methods of hydrogen production.

Comparing Previous Work

Known Benefits of Staging. The staging of fuel cells has
been analyzed by a number of investigators. Leaving aside the
hybrid configurations, fuel cell staging has been considered by

inventors George and Smith in Patent No. 6,033,794. However,
the concept considers only internal reforming solid oxide fuel
cells and furthermore does not consider pressurized systems. The
purpose of staging for George and Smith is to attempt to maxi-
mize performance of the fuel cell by temperature, oxygen utiliza-
tion, and fuel utilization considerations. If we look at the fuel flow
path of a two-stage IIR-SOFC, there is in one sense a reformer in
between the two fuel cells. However, the fuel flow path would be
reformer-anode-reformer-anode, rather than anode-reformer-
anode. As has been shown, the first does not make as effective a
use of the reformer as a gas cooler.

The benefit of staging fuel cells in a hybrid configuration is
discussed by Selimovic and Palsson@6#; however, they do not
consider cooling with interstage reforming. The same applies to
arrangements by Winkler and Lorenz@7# who consider staging
fuel cells between expanders. Winkler and Lorenz also suggest
other ideas to reduce the airflow, but again only for internal re-
forming fuel cells.

Nishida et al.@1# analyzed fuel cell staging for internal reform-
ing fuel cells. In their analysis, the added benefit in electrical
efficiency when staging internal reforming fuel cells is minimal
since the flow rate of compressed air is not much less than that
required for a single stage fuel cell.~In Ref. @1#, the reader should
compare the system efficiencies in Tables 6, 7, and 8 with
Table 5!.

Cathode Recycle Use and Potential Benefits.The original
form of this paper was presented at the 2003 ASME Turbo Expo
in Atlanta, GA@8#. Another paper presented at that same meeting
also discussed the use and benefit of using cathode recycle@9#.
The primary benefit discussed was the removal of a high-
temperature heat exchanger, or with enough recycle, even the
elimination of a heat exchanger altogether. This idea was also
shown previously by Selimovic, Palsson, and Sjunnesson@10#.
However, none of these concepts include the placement of an
external reformer in the recycle loop, which improves the system
efficiency. Furthermore, if more air is required for fuel cell cool-
ing than what is presented in this paper, then there will be an
efficiency penalty for all system arrangements; however, the pen-
alty would seem much less for the cathode recycle case, Arrange-
ment 3. For Arrangements 1, 2, and 4 the added compressor work
requirement reduces efficiency, but in the case of the recycle cool-
ing, the added work is done by the recycle blower, which is work-
ing against a much smaller pressure ratio. The increased recycle,
however, will decrease the overall cathode oxygen concentration
and thereby reduce the fuel cell efficiency by a small amount as
discussed previously.

Conclusions
The main objective of this paper was to show that internal

reforming may not be necessary in order to achieve high effi-
ciency. Two novel concepts presented here shows that external
reforming can be implemented efficiently in a hybrid fuel cell–gas
turbine system. There are of course a number of issues other than
cycle performance that must be considered when comparing inter-
nal and external reforming, i.e., fuel cell construction. Other in-
teresting issues to consider would be off-design performance and
controllability of heat and thermal loads. Even so, the present
results suggest that these new concepts be investigated for achiev-
ing improved performance as well as ease of service.
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Humidified Gas Turbine (HGT) cycles are a group of advanced gas turbine cycles that use
water-air mixtures as the working media. In this article, three known HGT configurations
are examined in the context of short-term realization for small to midsized power genera-
tion: the Steam Injected Gas Turbine, the Full-flow Evaporative Gas Turbine, and the
Part-flow Evaporative Gas Turbine. The heat recovery characteristics and performance
potential of these three cycles are assessed, with and without intercooling, and a prelimi-
nary economic analysis is carried out for the most promising cycles.
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Introduction
Humidified Gas Turbine~HGT! cycles are a group of advanced

gas turbine cycles that have been studied as an alternative to the
combined cycle and reciprocating engines for power generation.
HGT cycles can be classified as gas turbine cycles that utilize
water-air mixtures as the working fluid through the expander. Wa-
ter vapor is obtained from evaporative processes in the cycle, for
example, a heat recovery boiler, a humidification tower, or
through water injection into the working fluid. As the expander
flow increases without increasing the compressor flow, higher spe-
cific power outputs and efficiencies are achieved than those for the
simple gas turbine cycle.

Many variations of the HGT have arisen, for example, the hu-
mid air turbine ~HAT! cycle, the Steam Injected Gas Turbine
~STIG! cycle, the Cheng cycle, the recuperated water injection
~RWI! cycle, and the Evaporative Gas Turbine~EvGT! cycle. The
main advantages identified with HGT cycles are electrical effi-
ciencies similar to the combined cycle~CC! with higher specific
power outputs@1–3# and significantly higher total efficiencies in
combined heat and power~CHP! applications@4,5#. Furthermore,
because the HGT cycles do not require a steam turbine for the
bottoming cycle, specific investment costs($/kWe) are signifi-
cantly lower than those for the CC@6#. Rydstrand, Westermark,
and Bartlett@4# showed this to be especially true in combined heat
and power applications due to the HGT’s superior total efficien-
cies. Short start-up times and good load following characteristics
have been reported@3,7# in addition to very low NOx emissions
with the use of only a diffusion burner@3#. Given this combination
of characteristics, the focus of HGT commercialization falls natu-
rally on distributed generation, peak-load plants, and industrial-
sized applications (1 – 80 MWe). Above this size, the flexibility
and low investment costs of the HGT cycles become less impor-
tant in the face of the mature performance and market position
associated with large combined cycle.

The steam-injected gas turbine cycle uses exhaust gas heat to
raise steam in a boiler that is then injected into the working fluid.

This configuration has been investigated thoroughly in the litera-
ture, with Larsson and Williams@8# and Tuzson@9# presenting
good overviews. In 1978, Cheng patented the Cheng cycle@10#, a
variation on the steam-injected cycle, which has since been com-
mercialized based on the Allison 501 KM gas turbine. Kellerer
and Spangenberg@7# report on operating experience from such a
plant in Munich. Other gas turbine cycles with varying degrees of
steam injection have been commercialized by General Electric,
Aquarius, and Kawasaki. Macchi and Poggio@11# and dePaepe
and Dick @12# have addressed water recovery systems for steam-
injected cycles.

Evaporative gas turbine cycles can be defined as cycles which
evaporate water directly into the working fluid. Water injection,
i.e., spraying fine, warm droplets into the working fluid, was pro-
posed by Gasparovic and Stapersma@13# and was further studied
and developed by Mori et al.@14#, and Frutschi and Plancherel
@15#. Nakamura et al.@16# first patented an evaporative cycle
which utilizes a humidification tower instead of direct water in-
jection to evaporate the water. Fluor Daniel, Inc. investigated the
humid air turbine~HAT! cycle @1,17#, which also features a hu-
midification tower instead of water injection, and patented some
variations @18#. Amongst others, Chiesa et al.@19#, Eidensten
et al. @20# Stecco et al.@21#, Rosén @22#, and Yan, Eidensten, and
Svedberg@23# have evaluated different configurations of evapora-
tive gas turbine cycles.

In Sweden, evaporative gas turbine~EvGT! system studies
were initiated at the Royal Institute of Technology~KTH! and
Lund Institute of Technology~LTH!, leading to the formation of
the EvGT Consortium with industry and the Swedish Energy
Agency in 1993. This consortium has concentrated on cycles with
humidification towers for evaporation and has demonstrated the
EvGT-technology for the first time in Lund, Sweden. A small-
scale (600-kWe) pilot plant was constructed with a humidification
tower and recuperator, and later complemented with an after-
cooler. Ågren et al.@24#, Lindquist @3#, Bartlett and Westermark
@25#, Dalili and Westermark@26#, and Thern, Lindquist, and Tor-
rison @27# have addressed different aspects of the EvGT pilot
plant, including performance, operation characteristics, air and
water quality, water recovery, humidification, and modeling.

Economic and technical simulation studies of midsize plants
~70–80 MW! are also included in the EvGT project@6,28# along
with application studies. Rydstrand, Westermark, and Bartlett@4#
investigated natural gas-fired humidified gas turbines in district
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heating applications, while Bartlett et al.@29# examined cofired
humidified cycles, also in district heating applications. Simonsson
et al. @30# presented an analysis of EvGT cycles for industrial
cogeneration using waste heat sources.

One important concept to arise from the EvGT project is the
part-flow EvGT cycle~PEvGT!, whereby only a fraction of the
compressor air is used in the humidification tower. Westermark
patented the concept@31# and Ågren @2# first introduced it to the
literature. The authors studied this configuration with varying
part-flow ratios for an industrial and an aeroderivative core engine
and found that the optimal part-flow lies within the range 10–30%
@2#. These studies, however, should be extended to a general ther-
modynamic and economic comparison with competing HGT con-
cepts in power generation.

Scope
This two-paper series aims to identify the short-term thermody-

namic and economic potential of HGT cycles with newly designed
gas turbine machinery under 80 MWe. An analysis is presented of
three HGT concepts—the steam-injected cycle, the full-flow
EvGT ~FEvGT! cycle, and the PEvGT cycle—with and without
intercooling. Favorable conditions for the different HGT concepts
and configurations are identified and promising cycles are ex-
tracted for economic analysis. This paper, Part I, presents the
background to the modeling and a thermodynamic analysis of the
nonintercooled cycles, while the following paper, Part II, presents

a thermodynamic analysis of intercooled HGT cycles~HGT-IC!
and an economic comparison of the alternatives@36#.

Outline of the HGT Cycles for Analysis

The STIG Cycle. In the STIG cycle, shown in Fig. 1~a!,
steam is raised in a heat recovery steam generator~HRSG! and
then injected into the working fluid after the compressor. Feed
water preheating occurs in an economizer~B-ECO!, evaporation
in a boiler ~BOIL!, and high temperature heat recovery in a su-
perheater~B-SH!. Water vapor in the flue gas can be recovered in
a flue gas condenser~FGC!, then treated and recycled to the
HRSG, making the cycle water self-sufficient. As the boiler is

Fig. 1 Cycle layout of the nonintercooled HGT concepts to be studied

Fig. 2 STIG cycle used for the cost of electricity „CoE… analy-
sis in Part II

Table 1 Core engine characteristics

Inlet conditions ISO
Inlet flow 50 kg/s
Compressor inletDP 1%
Compressor isentropic
efficiency

0.9

IntercoolerDP ~Part II cycles
only!

2%

Compressor outletDP 1%
Combustion chamberDP 3%
Turbine polytropic efficiency 0.87
Turbine exitDP 1.8%
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limited to one pressure, superheated-STIG cycles typically have
difficulty accessing low-quality heat and the flue gas can leave the
HRSG at quite high temperatures. One way to increase heat re-
covery is to introduce steam cooling where slightly superheated
steam is used to cool the gas turbine components instead of com-

pressed air. This decreases the amount of steam for superheating,
allowing more boiling and feed water preheating, thus increasing
the amount of heat recovered.

The FEvGT Cycle. Instead of boiling the water separately,
the EvGT cycle raises water vapor through evaporating water di-
rectly into the working medium in a humidification tower. In what
is called the FEvGT concept in this article@see Fig. 1~c!#, the
entire compressor outlet passes through the humidification circuit,
where it is cooled and humidified before being reheated and in-
troduced to the combustion chamber. A primary surface recupera-
tor ~REC! is usually suggested for high-temperature heat recovery.
The evaporation duty is extracted using an economizer~H-ECO!
and an aftercooler~AC!. In the humidification tower~HT!, simul-
taneous mass and heat transfer takes place. Water heated to
slightly below the boiling point is distributed across a packed bed
where it is brought into countercurrent contact with compressed
air. As the vapor pressure of the water exceeds the partial pressure

Fig. 3 PEvGT cycle used for the CoE analysis in Part II

Fig. 4 FEvGT cycle used for the CoE analysis in Part II

Table 2 Pressure losses in the different HGT cycles

Area STIG PEvGT FEvGT

Flue gas 3% 4% 7%a

HC — 0b 5%
BC c c —

arecuperatorDP56% @32#.
ba steam ejector is used to overcome the pressure loss in the humidification circuit.
c5 bar overpressure is used to compensate for steam circuit pressure losses and the
ejector.

Table 3 The modeling characteristics of cycle areas

Area Item
Applicable

cycle
Modeling

characteristic Value

Boiler
circuit

B-ECO STIG,
PEvGT

Outlet sub
cooling

10K

BOIL STIG,
PEvGT

Pinch at drum 15K

B-SH STIG,
PEvGT

Effectivenessa 85%

H-SH

Humidification
circuit

H-ECO PEvGT,
FEvGT

Cold approach
temperature

15K

AC PEvGT,
FEvGT

IC PEvGT,
FEvGT

H-FWPH PEvGT,
FEvGT

Hot approach
temperature

15K

HT PEvGT,
FEvGT

Minimum
driving force
(t2tad)

4K

Recuperator REC FEvGT Effectivenessa 90%

Water
recovery

WRU All Self-
supporting
temperature

—

aThe effectiveness quoted is the enthalpy effectiveness. This expresses the heat trans-
ferred as a percentage of complete, ideal heat exchange.

Table 4 The core engine parameters

Parameter Values

CDP Compressor discharge
pressure~bar!

20, 25, 30, 35

TIT Firing temperature~°C! 1200, 1350, 1500
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of water in the air, evaporation takes place. This diabatic process
takes most of the heat for evaporation from the water film, cooling
the water as it flows down the tower. Hence a cold exit water
stream from the HT is obtained, which can act effectively as an
internal heat sink.

The PEvGT Cycle. Ågren@2# presented and investigated the
PEvGT concept introduced by Westermark@31#. The guiding prin-
ciple of this concept is to reduce the heat exchange area and
pressure drop penalties compared to a full-flow configuration
while achieving the same heat recovery. To achieve this, only a
part of the compressor outlet is extracted, cooled, humidified, re-
heated, and reinjected. The PEvGT cycle is illustrated in Fig. 1~b!
and can be seen to combine features of the STIG and FEvGT
cycle in one cycle. Like the STIG cycle, a HRSG is used to raise
superheated steam, utilizing flue gas heat above the system boiling
point. To fully exploit the heat remaining below the boiling point,
a humidification tower with a part-flow from the compressor is
used. Hence, the humidifier’s purpose in this cycle is akin to the
low-pressure boiler in a CC. The humidified part-flow is then
heated with, or parallel to, the steam in a humid air superheater
~H-SH!. As the water vapor content is very high in the H-SH,
excessive surface areas will not be required, nor the transition to a
recuperator. Other PEvGT cycle configurations have been studied:

Fig. 5 Composite curves of the nonintercooled HGT cycles

Fig. 6 Comparison of the performance maps of the air-cooled
„ac… and steam cooled „sc … STIG cycle

Fig. 7 The performance maps of the nonintercooled STIG and
PEvGT cycles

94 Õ Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



first with a recuperator and two-stage humidifier but no boiler, and
second with a recuperator, humidifier and boiler@2#. However, we
have chosen to study the concept in Fig. 1~b! due to its simplicity.
As an improvement over past configurations, we suggest using a
steam ejector instead of a booster fan to overcome the pressure
drop caused by the humidification process and heat exchangers.

Modeling the Cycles
The parameters for the cycle simulation have been chosen to

represent current gas turbine technology in the midsize range.
Furthermore, the heat exchangers and the humidification tower are
modeled with somewhat conservative parameters so that their di-
mensions and costs are reasonable.GATECYCLE is used to model
the gas turbine, heat exchangers, and cycle performance. The hu-
midification tower and flue gas condensers are modeled using in-
house programs linked withGATECYCLE through MS Excel.

The cycle can be divided into four areas: the core engine, the
boiler circuit, the humidification circuit, and water recovery. Each
section is discussed below and refers to both Parts I and II.

The Core Engine. The core engines for the different HGT
cases are assumed to be purpose-built for humidified operation,
i.e., they operate at their design point with a flow imbalance. The
design constant is a compressor capacity of 50 kg/s air at ISO
conditions. Consequently, the size of the turbine expander varies
between cases following the degree of humidification, giving a
cycle power output of 30– 50 MWe. As the heat exchange network
is modeled conservatively, giving good driving forces and low
costs, the thermodynamic data presented in the results may be
scaled directly to smaller gas turbine cycles (5 – 15 MWe) without
adjusting the heat exchange network. However, the lower firing
temperatures and pressures presented in this article are perhaps
more applicable to smaller core engines. Table 1 outlines the con-
stants used to model the core engine.

HGT cycles have cooling media other than the compressor air
available, for example, saturated steam or cool humid air from the
humidification tower. For reasons outlined in the section entitled
‘‘Results and Discussion,’’ the STIG cycle presented is steam
cooled, while the evaporative cycles are cooled with compressor
air. The cooling flow to the nozzle~stator! of the turbine is deter-
mined byGATECYCLE using the metal temperature of the turbine
blades as expressed in Eq.~1!. The reference parameters are taken
from previous simulations@2#. The cooling flow to the rotor is set
as equal to the cooling flow to the nozzle, a conservative assump-
tion as rotor cooling flows are usually less than nozzle flows.

Mcool5Mcool,re fS Cp,re f

Cp
D

cool
S Cp

Cp,re f
D

gasS S Tg2Tmetal

Tg2Tcool
D

S Tg2Tmetal

Tg2Tcool
D

ref

D 1.1

,

(1)

whereM is the cooling flow rate,Cp is the specific heat,T is the
temperature, and subscripts gas denote inlet gas value, cool de-
notes cooling gas value, and ref denotes the value at the reference
condition.

While Eq. ~1! is limited as heat transfer properties are not ac-
counted for, it was judged to be more realistic than otherGATE-

CYCLE options. Typical cooling flows are given in the flow sheets
contained in Figs. 2–4 and Figs. 6–9 in Part II@36#.

The Heat Recovery Circuits. The boiler circuit~BC! is clas-
sified as the section of the HGT cycle which raises steam for
delivery to the combustion chamber, in other words, the HRSG.
This includes the B-ECO, the BOIL, and the superheaters~B-SH
and H-SH!.

The humidification circuit~HC! is the heat recovery section that
delivers energy to the humidification process. This consists of the

Fig. 8 The performance maps of the nonintercooled FEvGT
and PEvGT cycles

Fig. 9 The performance map of the nonintercooled PEvGT
cycles for varying working pressures and part flows at a con-
stant firing temperature of 1350°C

Table 5 Approach temperature and pressure drop sensitivity
of the HGT cycles

Cycle
Config-
uration Basehel

Dhel ~%, abs.!

Low Dt
Low

HC Dp
Low flue
gasDp

STIG-sc 30 bar
1350°C

50 10.4 ¯ 10.2

PEvGT 35 bar
1350°C

52.1 10.4 ¯ 10.2

FEvGT 25 bar,
1350°C

50.9 10.75 10.3 10.3
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HT, aftercooler~AC!, humidification circuit economizer~H-ECO!,
and feed water preheater~H-FWPH!. An intercooler is also in-
cluded in paper II.

Table 2 shows the pressure drops resulting from the heat recov-
ery systems, while Table 3 shows the performance characteristics
of these items. The water flows through the AC, intercooler~IC!,
and H-ECO were adjusted such that the water outlet temperature
was 10 K subcooled compared to the humidification tower
pressure.

Humidification Model. While GATECYCLE contains a humidi-
fication tower model, which satisfactorily performs overall energy
and mass balances, it does not check the internal conditions of the
tower packing. Therefore, the model may converge on inoperable
conditions where a point in the packing actually contravenes equi-
librium. As such an in-house humidification tower model is inte-
grated into the cycle calculations through a link with MS Excel
for performance and dimensioning. The model is based on
working-line theory common in unit operations@33,34# and uses a
humid air properties model that account for nonideal mixing ef-
fects @35#. Importantly, the model has been experimentally veri-
fied for use with packed-bed and tubular humidifiers@26#. A de-
scription of this model can be found in A˚ gren @2# and Dalili and
Westermark@26#.

Parameter Study
Currently, there is a push for higher working pressures and

firing temperatures for industrial midsized gas turbines. The pa-
rameters for this study are chosen to reflect these trends and are
presented in Table 4. It was deemed infeasible to increase the
working pressure beyond 35 bar without intercooling.

The optimal part-flow ratio in the PEvGT cycle will also vary
with each core engine parameter. A˚ gren@2# showed that the prob-
able optimum lies at lower part-flow ratios. Therefore, the part-
flow ratio ~c! in the PEvGT cycle is varied from 5–40%. Note
thatc is defined as the mass fraction of compressor intake air that
is lead to humidification circuit.

Results and Discussion
This section examines and compares the performance of the

nonintercooled HGT cycles. The results for the intercooled HGT
cycles and a final economic analysis may be found in paper II.

Heat Recovery Comparison. Before analyzing the response
of the HGT cycles to changes in pressure and the firing tempera-
ture, it is important to appreciate the nature of each cycle’s heat
recovery system. Figure 5 presents composite curves produced
from the simulations at 30 bar and a combustor outlet of 1350°C.
These curves show the amount and nature of the heat transferred
in the cycle, including the aftercooler and flue gas. Composite
curves are obtained through adding the m•cp values of all the heat
sources or heat sinks for a temperature region, respectively, and
multiplying the sum by the temperature change in that region.

Examining the three diagrams, it is clear that the FEvGT trans-
fers the most heat between the streams~50 MW!, nearly twice the
amount of the STIG cycle~27 MW! and 35% more than the
PEvGT~37 MW!. This reflects the extra heat transfer required in
the FEvGT’s humidification circuit to cool and heat the entire
airflow from the compressor in the aftercooler and recuperator. As
the PEvGT passes only a fraction of the compressed air through
the HC, it requires less heat transfer for this purpose. The STIG
cycle has no humidification circuit. Importantly, the FEvGT cycle
~16.6 MW! has seven times as much gas-gas heat transfer as the
STIG ~2.4 MW! and double that of the PEvGT~8.3 MW!. There-
fore, due to the amount of heat exchange in the FEvGT and the
domination of gas-gas heat transfer therein, the FEvGT will re-
quire considerably more heat exchange area than either the STIG
or the PEvGT.

It is important to note the different strategies to utilize low
temperature heat in the different HGT cycles. It is these strategies

which in turn have a critical consequence on the choice of turbine
cooling media. In the STIG cycle, steam cooling is used to re-
cover more low temperature heat. By decreasing the amount of
steam for superheating, the amount of water that may be boiled
and preheated is increased. For example, switching to steam cool-
ing for the STIG cycle in Fig. 5~a! decreased the flue gas exit
temperature from 167 to 150°C. The effect of this on the STIG
performance is significant, as shown in Fig. 6. In the evaporative
cycles, the humidification tower already allows the recovery of
practically all the useful heat contained in the exhaust. Conse-
quently, switching to direct steam- or humid air-cooling will not
lower the flue gas temperature further, nor benefit the cycle effi-
ciency greatly. Hence direct air-cooling was chosen for the evapo-
rative cycles and direct steam-cooling was chosen for the STIG
cycle.

The recovery of low temperature heat in the humidifier affords
the PEvGT cycle 1.9% points more efficiency than the STIG cycle
at an increased power density. The FEvGT cycle, however, only
gains 0.8% points due to the pressure and temperature loss~the
humid air enters the combustor colder than the compressor air!
associated with the humidification process.

The Performance Maps. Figures 7–9 present the perfor-
mance maps of the nonintercooled HGT cycles. As with all per-
formance maps presented in this article, they show the power
output versus the electrical efficiency of the cycle. The specific
power output (kJ/kgia) is gained by multiplying the power output
value (MWe) by 20 ~constant intake air flow for all cycles!. The
isobars@constant compressor discharge pressure~CDP!# and iso-
therms~constant firing temperature! outline an area in the map for
each type of cycle. Only the optimal PEvGT cycles are consid-
ered, see the next section for details on this choice. It is useful to
keep in mind the example composite curves in Fig. 5 when inter-
preting these maps.

In Fig. 7, the STIG cycle exhibits substantial increases in both
specific power and efficiency with an increasing firing tempera-
ture. Increases in the turbine inlet temperature~TIT! imply a
higher turbine outlet temperature~TOT!, which allows more flue
gas heat to be recovered by the single-pressure HRSG. Hence,
more steam expands in the turbine and therefore the efficiency and
specific power output increase. Increases in the compressor dis-
charge pressure also lead to higher efficiencies, but with falling
specific power outputs. The higher efficiencies are attributable to
more work being extracted from the steam when at higher work-
ing pressures. However, because the TOT sinks with increases in
the pressure, steam generation falls, and an efficiency maximum is
therefore found on the isotherms~constant TIT and increasing
CDP!.

The PEvGT area can be considered a projection of the STIG
area into a smaller region at higher electrical efficiencies~see Fig.
7!. This projection is especially marked when there are significant
amounts of heat left by the HRSG that the humidification tower in
the PEvGT can utilize, i.e., at low turbine outlet temperatures. As
the PEvGT can utilize low temperature heat, the efficiency
maxima on the isotherms lie at much higher pressures than the
STIG cycle because water vapor generation does not decrease as
markedly with increases in the CDP. Compared to the STIG cycle,
the specific power increases with an increased TIT are more mod-
erate. The higher temperature of the turbine outlet, which follows
a higher TIT, is mainly utilized for increased superheating and
efficiency gains in the PEvGT rather than water vapor generation
and power gains, as in the STIG cycle. Furthermore, steam cool-
ing gives the STIG cycle an advantage in specific power~see
Fig. 6!.

The FEvGT area, Fig. 8, resides mostly within the PEvGT area
and is a twisting, narrow, and steep surface. The isotherms show
that the FEvGT efficiency only improves with pressure increases
when the TIT is high. This is because a positive difference is
required between the turbine outlet and compressor outlet tem-
peratures for the recuperator to contribute positively to the effi-
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ciency. This factor is also reflected in the marked efficiency in-
crease along the isobars with an increasing TIT, which increases
the TOT and hence the recuperator’s impact. Unlike both the
STIG and PEvGT cycles, the specific power of the FEvGT in-
creases with the CDP, albeit marginally. This is attributable to the
balance between the humidifier and recuperator. As the working
pressure increases, the TOT decreases while the temperature out
of the humidifier increases. Hence the recuperator recovers pro-
portionately less flue gas heat at higher CDPs, allowing more
humidification and therefore an increased power output. From Fig.
8, we can conclude the FEvGT has a lower efficiency than the
PEvGT at CDPs over 25 bar and only a marginally better effi-
ciency at a lower power output at lower CDPs.

Optimizing the PEvGT Cycle. Figure 9 shows the perfor-
mance map of the PEvGT cycles~nonintercooled! at a constant
firing temperature of 1350°C with varying pressures and part flow
ratios. The trends are similar for the different firing temperatures
studied. The stars represent the optimal part flow ratios chosen for
use in the performance maps presented in Figs. 7 and 8.

It can be seen in Fig. 9 that at higher pressures~30–35 bar! an
efficiency maximum exists, whereas a power maximum is found
at lower pressures~20 bar!. The characteristic of the part-flow
curve is found to be dependent on two factors: the TOT and
the temperature difference between the turbine and compressor
outlets.

At a higher working pressure, the TOT encountered is low and
colder than the compressor outlet temperature. The low TOT
means large amounts of heat cannot be recovered by the high-
pressure HRSG boiler and should be adsorbed by the H-ECO. As
more air is passed through the humidification tower, the water
outlet temperature is lowered and more heat is recovered from the
flue gas, hence improving the efficiency and power output. How-
ever, as the turbine outlet is colder than the compressor outlet, the
air sent to the humidifier will never recover its original tempera-
ture level, costing the cycle fuel and efficiency. The balance be-
tween these two factors will create an efficiency maximum, as
seen for the 30- and 35-bar PEvGT cases in Fig. 9. While extra
power may be gained atc values higher than the maximum, the
gains become smaller while the heat exchanger area and thus costs
increase linearly withc. A detailed economic study is required to
find the optimal part-flow rate; however, in this article the maxi-
mum efficiency is chosen for further evaluation. Jonsson and Yan
@28# carried out a detailed economic analysis of part-flows for
three different core engines.

At low pressures, high TOTs and low COTs are found. In this
case, the HRSG is well suited to the flue gas and little heat is left
for the humidification tower. Therefore only a small part-flow per-
centage is needed to complete the heat recovery. Leading more air
than this amount through the HC serves only to shift heat away
from the HRSG to the H-SH, thus increasing sensible heat recov-
ery and decreasing the humidity. As the power output is heavily
dependent on the humidity, there is accordingly a power maxi-
mum at low to moderate part-flow ratios, illustrated by the 20-bar
PEvGT case. Higherc values may deliver higher efficiencies, but
again the heat exchange area and hence costs also increase. Hence
the power maximum is chosen for evaluation in this study.

At moderate pressures~25 bar! both of the above effects are
present. The turbine outlet temperature is low, but still slightly
warmer than the compressor outlet. Hence sending more air
through the humidification circuit in general, and the H-SH in
particular, increases the efficiency weakly. Moreover, the HRSG
also leaves significant amounts of heat available for the humidifier
that is more effectively accessed with highc, due to a lower water
temperature from the HT. Thus both the power output and the
efficiency increase quickly with the part-flow ratio to an efficiency
maximum at 30%, after which the gains are marginal.

Sensitivity Analysis. The parameters used in this study were
chosen to conservatively model a feasible mid-sized gas turbine

cycle. Hence the pressure drops and pinch points were chosen
such that the HGT cycles’ performances are not overstated nor the
heat exchange size and costs ignored. Table 5 presents a study of
the potential of the HGT cycles when these two parameters are
lowered. For the case of low approach temperature differences,
‘‘low Dt ’’, water–gas heat exchangers have an approachDt of 5
K, the boiler drum pinch point is reduced to 5 K, the recuperator
effectiveness is raised to 95%, and the effectiveness of the super-
heaters are raised to 90%. In the case ‘‘low HCDp, ’’ the pressure
drop associated with the humidification circuit is halved. Simi-
larly, the flue gas pressure drop in the heat exchangers is halved in
the case ‘‘low flue gasDp. ’’

Table 5 shows that the FEvGT benefits the most from all mea-
sures. This demonstrates that the FEvGT is the most sensitive
HGT cycle to changes in approach temperatures and pressure
drops. Therefore the FEvGT is more exposed to technology levels
than the other cycles. A significant portion of the 0.75-point in-
crease that occurs when improving the FEvGT’s approach tem-
peratures comes from the improved recuperator performance.
Similarly, the recuperator contributes to most of the pressure drop
penalties in the flue gas and humidification circuit. Therefore, the
recuperator is essentially the determining factor of the competi-
tiveness of the FEvGT.

It is important to stress that the potential of the HGT cycles
cannot be found by adding the three end columns in Table 5. If the
approach temperatures are reduced, then heat exchange area will
increase and the pressure drop will also rise. Thus, in reality, any
approach temperature changes will be partly counteracted by in-
creased heat exchange pressure drop penalties.

Conclusions
In part I of this two-paper series, nonintercooled HGT cycles

were examined for use in midsized power applications. The heat
recovery characteristics of the STIG, FEvGT, and PEvGT cycles
were analyzed using composite curves. Furthermore, the cycles’
performances were mapped across a range of pressures and firing
temperatures, with the PEvGT also examined with differing part
flow ratios. The following points may be concluded.

• The full-flow EvGT~FEvGT! cycle is unsuitable for noninter-
cooled cycles. Much larger quantities of heat are transferred in the
FEvGT cycle than the other HGT cycles, especially in gas–gas
heat exchangers. This fact points to higher costs. Furthermore, the
performance of the FEvGT cycle was found to be only moderate,
with the part-flow EvGT cycle superior to the FEvGT for most
relevant working pressure and firing temperature combinations.

• The STIG cycle shows good potential, with the lowest amount
of heat transfer of the HGT cycles and very low amounts of gas–
gas exchange; thus promising low heat exchange costs. The effi-
ciency of the STIG cycle was not significantly lower than the
other cycles, especially at high firing temperatures and working
pressures.

• Steam cooling the turbine, rather than using air cooling, sig-
nificantly benefits the STIG cycle by allowing more boiling and
low-temperature heat recovery from the flue gas. The efficiency of
the other cycles showed a lower dependency on the cooling media
as the humidification tower already allows them to recover low-
temperature heat.

• The part-flow EvGT~PEvGT! cycle is the most promising
HGT cycle for nonintercooled core engines. Higher efficiencies
than the other cycles are obtained, especially at moderate to high
pressures, and good power densities. The total amount of heat
transfer is kept 35% lower than the FEvGT, with gas–gas transfer
50% lower. The optimal part-flow ratio is dependent on the rela-
tionship between the compressor and turbine outlet temperatures,
but was found to always be under 30%.

• HGT cycles are quite sensitive to how the heat exchange
network is modeled, i.e., choices of approach temperatures and
pressure drops. The FEvGT is especially sensitive and thus most
dependent on component technology levels.
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This article showed that the performances of the HGT cycles
are quite similar, with at most a 2-percentage-point difference in
the efficiency between the different optimized FEvGT, PEvGT,
and STIG cycles. Furthermore, the power output at the optimal
efficiencies also varied modestly. These facts point to the impor-
tance of an economic analysis to find the most attractive cycle.

In Part II of this series, intercooled HGT cycles examined and
both intercooled and nonintercooled cycles are selected for eco-
nomic analysis and comparison.
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Nomenclature

Cycle Abbreviations.

CC 5 Combined cycle
EvGT 5 Evaporative gas turbine

FEvGT 5 Full-flow evaporative gas turbine
HAT 5 Humid air turbine
HGT 5 Humidified gas turbine

PEvGT 5 Part-flow evaporative gas turbine
RWI 5 Recuperated-water-injected gas turbine

STIG 5 Steam-injected gas turbine

Heat Exchanger Abbreviations.

AC 5 Aftercooler
BC 5 Boiler circuit

B-ECO 5 Boiler circuit economizer
B-SH 5 Boiler circuit superheater
FGC 5 Flue gas condenser

HC 5 Humidification circuit
H-ECO 5 Humidification circuit economizer

H-FWPH 5 Humidification circuit feed water preheater
H-SH 5 Humid air superheater

HT 5 Humidification tower
IC 5 Intercooler

REC 5 Recuperator

Parameters.

CDP 5 Compressor discharge pressure, bar
COT 5 Compressor outlet temperature, °C
LHV 5 Lower heating value

Pel 5 Power output, MWe ~net!
t 5 Temperature

TIT 5 Turbine inlet temperature~combustor outlet tem-
perature!, °C

TOT 5 Turbine outlet temperature, °C
hel 5 Cycle electrical efficiency, % LHV
v 5 Cycle humidification rate, kgH2O /kgintake air

c 5 Part-flow ratio, per kg compressor intake air

Subscripts.

ad 5 adiabatic
i.a. 5 intake air
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Humidified gas turbine (HGT) cycles are a group of advanced gas turbine cycles that use
water–air mixtures as the working media. In this article, three known HGT configurations
are examined in the context of short-term realization for small to mid-sized power gen-
eration: the steam injected gas turbine, the full-flow evaporative gas turbine, and the
part-flow evaporative gas turbine. The heat recovery characteristics and performance
potential of these three cycles are assessed, with and without intercooling, and a prelimi-
nary economic analysis is carried out for the most promising cycles.
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Introduction
This paper is Part II of a two-part paper. It is strongly recom-

mended that the two be read together to gain more insight into the
processes described and for information on background, relevant
literature, theory, and modeling. Part I@18# treats the research
background for HGT cycles, while only a brief introduction is
given here.

Humidified gas turbine~HGT! cycles are a group of advanced
gas turbine cycles that have been studied as an alternative to the
combined cycle and reciprocating engines for power generation.
HGT cycles can be classified as gas turbine cycles that utilize
water–air mixtures as the working fluid through the expander.
Water vapor is obtained from evaporative processes in the cycle,
for example, a heat recovery boiler, a humidification tower, or
through water injection into the working fluid. As the expander
flow increases without increasing the compressor flow, higher spe-
cific power outputs and efficiencies are achieved than for the
simple gas turbine cycle.

The main advantages identified with HGT cycles are electrical
efficiencies similar to the combined cycle~CC! with higher spe-
cific power outputs@1–3# and significantly higher total efficien-
cies in CHP applications@4,5#. Furthermore, because the HGT
cycles do not require a steam turbine for the bottoming cycle,
specific investment costs($/kWe) are significantly lower than
those for the CC@6#. Rydstrand, Westermark, and Bartlett@4#
showed this to be especially true in combined heat and power
applications due to the HGTs superior total efficiencies. Short
start-up times and good load following characteristics have been
reported@3,7# in addition to very low NOx emissions with the use
of only a diffusion burner@3#. Given this combination of charac-
teristics, the focus of HGT commercialization falls naturally on
distributed generation, peak-load plants and industrial-sized appli-
cations (1 – 80 MWe). Above this size, the flexibility and low in-

vestment costs of the HGT cycles become less important in the
face of the mature performance and market position associated
with large combined cycles.

While many HGT variations have been proposed~see Part I for
details!, the literature lacks a thorough thermodynamic and eco-
nomic comparison of the leading configurations when applied to
mid-sized power generation.

Scope
This two-part paper aims to identify the short-term thermody-

namic and economic potential of HGT cycles with newly designed
gas turbine machinery under 80 MWe. An analysis is presented of
three known HGT concepts—the steam injected cycle, the full
flow evaporative gas turbine~FEvGT! cycle, and the part-flow
evaporative gas turbine~PEvGT! cycle—with and without inter-
cooling. Favorable conditions for the different HGT concepts and
configurations are identified and promising cycles are extracted
for economic analysis. Part I presented the background to the
modeling and a thermodynamic analysis of the non-intercooled
cycles@18#, while this article presents a thermodynamic analysis
of intercooled HGT cycles~HGT-IC! and an economic compari-
son of the alternatives.

Outline of the Intercooled HGT Cycles

The STIG-SIC Cycle. In the steam injected gas turbine with
a spray intercooling~STIG-SIC! cycle, shown in Fig. 1~a!, steam
is raised in a heat recovery steam generator~HRSG! and then
injected into the working fluid. Feed water preheating occurs in an
economizer~B-ECO!, evaporation in a boiler~BOIL!, and sen-
sible heat recovery in a superheater~B-SH!. Water vapor in the
flue gas can be recovered in a flue gas condenser~FGC!, then
treated and recycled to the HRSG, making the cycle water self-
sufficient. Steam is used to cool the turbine blades. It was shown
in Part I that this decreases the amount of steam for superheating,
allowing more boiling and feed water preheating and improving
heat recovery and cycle performance.

If the STIG cycle is to be intercooled, the heat rejected is at
temperatures too low to be utilized in an HRSG. Furthermore, the
compressor flow is not recuperated and conventional intercooling

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38403. Manuscript received by IGTI, October
2002, final revision, March 2003. Associate Editor: H. R. Simmons.
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will thereby increase fuel consumption. Therefore, we have cho-
sen to spray intercool the compressed air with fine water droplets
in a single adiabatic step at low pressures. The optimal spray
intercooling pressure for the cycle efficiency was found to be at
approximately one-tenth of the working pressure. At these pres-
sures, the trade off between the amount of compressor work saved
and the amount of fuel consumed is balanced. The amount of
water evaporated is quite low but sufficient to restrain the com-
pressor outlet temperature. Spray intercooling is therefore viewed
in this article mainly as a technique to allow high compressor
discharge pressures while remaining within material temperature
constraints.

The FEvGT-IC Cycle. Instead of boiling water separately,
the evaporative gas turbine~EvGT! cycle raises water vapor
through evaporating water directly into the working medium in a
humidification tower. In what is termed the full-flow EvGT
~FEvGT! concept in this article~see Fig. 1~c!!, the entire compres-
sor outlet~except cooling flows! is lead through the humidifica-
tion circuit, where it is cooled and humidified before being re-
heated and introduced to the combustion chamber. A recuperator
~REC! is used for sensible heat recovery. The evaporation duty is
extracted using an economizer~H-ECO!, an aftercooler~AC!, and
an intercooler~IC!.

Similar to the intercooled-recuperator~ICR! cycle, the inter-
cooler in the FEvGT-IC saves compressor work. Moreover, the
heat rejected from the intercooler is used by the cycle in the hu-
midification tower to generate extra water vapor. The choice of
pressure for intercooling is chosen to suit the humidification cir-
cuit with the discharge temperature of the first compressor set to
15K above the water inlet temperature to the humidification tower
~see Fig. 2!. This results in somewhat higher pressure ratios for
the low-pressure compressor compared to the high-pressure com-
pressor. In order to maximize the duty of the intercooler, the feed
water for the humidification circuit is preheated in the intercooler
along with water from the tower exit. To prevent droplet forma-
tion before compressor 2, the intercooler gas outlet temperature is
limited to 40 K above the dew point.

The PEvGT-IC Cycle. Ågren @2# presented and investigated

the part-flow EvGT concept~PEvGT! patented by Westermark
@8#. The guiding principle of this concept is to reduce the heat
exchange area and pressure drop penalties, compared to the full
flow EvGT cycle, while achieving the same heat recovery. To
achieve this, only a minor part of the compressor outlet is ex-
tracted, cooled, humidified, re-heated, and re-injected. The
PEvGT-IC cycle is illustrated in Fig. 1~b! and can be seen to
combine features of the STIG-SIC and FEvGT-IC cycles. Like the
STIG cycle, an HRSG is used to raise superheated steam, utilizing
flue gas heat above the system boiling point. To fully exploit the
heat remaining below the boiling point, a humidification tower
with a part-flow from the compressor is used. This humidification
circuit is analogous to the low-pressure boiler in a combined
cycle. The tower can also collect heat from other cycle streams,
e.g., intercooling, that the HRSG cannot utilize. The humidified
part-flow is then heated together, or in parallel, with the steam in
a humid air superheater~H-SH!. This eliminates the need for a
large recuperator. As an improvement over past configurations, we
suggest using a steam ejector instead of a booster fan to overcome
the pressure drop caused by the humidification process and heat
exchangers. The intercooler is laid out as presented in the
FEvGT-IC section.

Fig. 1 Cycle layout of the intercooled HGT cycles to be studied

Fig. 2 FEvGT-IC and PEvGT-IC intercooling layout
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Modeling the Cycles
As in Part I, the parameters for the cycle simulations have been

chosen to represent current gas turbine technology in the mid-size
range ~below 80 MWe). Furthermore, the gas turbines are as-
sumed to be purposely built for humidified operation, i.e., they
operate at their design point with a flow imbalance. The heat
exchangers and humidification towers are modeled with some-
what conservative parameters so that their dimensions and costs
are reasonable.GATECYCLE is used to model the gas turbine, heat
exchangers, and cycle performance. The humidification tower and
flue gas condensers are modeled using in-house programs@2,9#
linked with GATECYCLE through MS Excel.

The cycle can be divided into four areas, as outlined in Part I:
the core engine, the boiler circuit~BC!, the humidification circuit
~HC!, and water recovery. Part I presented the modeling assump-
tions and variables used in each of these areas and Table 2 sum-
marizes the factors used for the heat exchangers for performance
modeling, dimensioning, and costing in each area.

Parameter Study. Reflecting the current push for higher
working pressures and turbine inlet temperature~TIT! levels, the
core engine parameters are shown in Table 1. The optimal part-
flow ratio in the PEvGT-IC cycle will also vary with each core

engine parameter. A˚ gren @2# showed that the probable optimum
lies at lower part-flow ratios; thus the part-flow ratio~c! is varied
from 5% to 40%. Note thatc is defined as the mass fraction of
compressor intake air that passes through the humidifier.

Dimensioning and Costing
It is not sufficient for a HGT to just be thermodynamically

attractive; it must also be economically and technically attractive.
Thus promising cases from the parameter studies in both Part I
and this article are chosen for a preliminary economic analysis
involving dimensioning, costing, and a cost of electricity~CoE!
analysis.

Table 2 summarizes the characteristics and information used to
provide the dimensions and costs of the heat exchange equipment
in each cycle. Cost data for the genset~core engine plus generator!
is supplied by Ref.@14# assuming a mature product. All figures
shown in Table 2 refer to base equipment costs, except the flue gas
condenser. The installed cost is obtained from the equipment pur-
chase cost by using the factor methodology from Coulson and
Richardson@10#. The fixed capital for investment is then obtained
by adding 23% to the installed cost for~a! land purchase, surveys,
site, preparations, etc.~5%!, ~b! specific services~1%!, ~c! fees in
addition to the contractor fee~2%!, ~d! contingency~10%!, ~e!
confidence limit~2%!, and~f! contractor fee~3%!.

CoE Analysis. The cost of electricity~CoE! is used as the
main tool for economic appraisal. This factor is calculated using
the assumptions and costs found in Table 3. No taxes were in-
cluded in the study.

Table 1 Core engine parameters

Table 2 The modeling, dimensioning, and costing characteristics of the boiler circuit, humidification circuit, and water recovery
equipment
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Results and Discussion

Heat Recovery Characteristics of the HGT-IC Cycles. Be-
fore analyzing the response of the HGT cycles to changes in pres-
sure and the firing temperature, it is important to appreciate the
nature of each cycle’s heat recovery system. Figure 2 presents
composite curves produced from the simulations at 30 bar and a
firing temperature of 1350°C. These curves show the amount and
nature of the heat transferred in the cycle, including the after-
cooler and flue gas. Composite curves are obtained through add-
ing the m•cp values of all the heat sources or heat sinks for a
temperature region and multiplying the sum by the temperature
change in that region.

A striking aspect of Fig. 3~c! is the close match between the
cold and hot composite curves for the FEvGT-IC. This indicates a
thermodynamically sound heat recovery system with low levels of
irreversibilities. The intercooler allows a low compressor outlet
temperature~COT!, which lowers the amount of high-temperature
heat transfer in the aftercooler compared to the non-intercooled
FEvGT cycle~Fig. 5 in Part I!. Instead, most of this heat is taken
out at a lower temperature in the intercooler. In total, compared to
the FEvGT, the amount of heat transferred in the FEvGT-IC drops
3 MW. Approximately a third of the total heat transfer occurs in
the gas–gas recuperator. Furthermore, this heat transfer has a
small average temperature driving force; thus large heat exchange
areas will still be needed for this cycle.

Unlike the nonintercooled case, where the PEvGT cycle has
35% less heat transfer than the FEvGT cycle, the PEvGT-IC cycle
has a similar amount of heat transfer~only 6% less! to the
FEvGT-IC cycle@Fig. 3~b!#. However, due to the presence of the
boiler, the PEvGT-IC has 33% less gas–gas heat transfer than in
the FEvGT-IC that, moreover, is carried out with a much higher
mean temperature driving force. This fact points to a lower depen-
dency on refined gas–gas heat exchange technology and an intrin-
sically lower total heat exchange area and cost. The high tempera-
ture heat not used for gas–gas heating is instead used for boiling,
explaining the high humidity of the PEvGT-IC. Resulting from the
high humidity is a larger release of energy from the cycle than the
FEvGT-IC, despite the lower TFGC,in. The PEvGT-IC composite
curves are well matched for water heating where heat exchange
properties are favorable.

In Fig. 3~a!, the spray-intercooled STIG cycle is shown. The
intercooling process cannot be shown as no heat is rejected from
the compressor; it is just used to evaporate a small amount of
water. The trends shown in Fig. 3~a! were explained in Part I. The
flue gas leaves at high temperatures~149°C! and the intercooling
process is not significantly beneficial to the cycle. As both the
PEvGT-IC and FEvGT-IC can utilize nearly all the useful flue gas
and intercooler energy, they have higher performance levels.

Performance Maps of the HGT-IC Cycles. Figure 4 pre-
sents the performance map of the intercooled HGT cycles, with
the isobars@constant compressor discharge pressure~CDP!# and
isotherms~constant firing temperature! outlining an area in the
map for each type of cycle. The intercooled HGT cycles were
examined at three working pressures~20, 30, and 40 bar!, and
three firing temperatures~1200, 1350, and 1500°C!. Only the
power maximized PevGT-IC cycles are considered~see the next

section for details on this choice!. It is useful to keep in mind the
example composite curves in Fig. 3 when interpreting the perfor-
mance map.

Compared to the non-intercooled cycles~Fig. 7, Part I!, the
intercooled HGT cycle surfaces are more distinct in relation to

Fig. 3 Composite curves of the intercooled HGT cycles

Table 3 Assumptions for the CoE analysis
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one another. Intercooling lifts the FEvGT cycle’s efficiency sig-
nificantly ~cf. Fig. 8, Part I! and now has higher efficiencies than
the other HGT cycles for most configurations. The PEvGT-IC also
benefits in efficiency but more in power output. Similar to Part I,
the STIG-SIC cycle has the lowest efficiencies but reaches among
the highest power outputs. For all three HGT cycles, the interplay
of cycle factors described in Part I are still valid in Fig. 4 with the
difference being that the compressor outlet is always cooler then
the turbine outlet due to intercooling.

The intercooled FEvGT cycle surface is characterized by
bunched isotherms and isobars, occupying a region of high elec-
trical efficiencies. Like the non-intercooled FEvGT, increases in
pressure give mostly increases in the power outputs with an effi-
ciency maximum. The location of the maximum depends heavily
on the turbine outlet temperature and thereby lies at higher TITs at
higher working pressures. Increases in the TIT along the isobars
can result in significant efficiency gains if the CDP is over 20 bar.

The PEvGT-IC surface in Fig. 4 occupies a position of high
power outputs at good to high efficiencies. Unlike the FEvGT-IC
surface, the PEvGT-IC isobars are well spaced, indicating very
good efficiency increases with pressure increases. As the iso-
therms extend nearly vertically, this efficiency increase occurs
with little change in the power output. When the TIT increases at
constant pressure, advances in both efficiency and power output
are made. Consequently, the PEvGT-IC is well suited to simulta-
neous or separate increases in pressure and TIT. At a high CDP
and TIT, the PEvGT-IC reaches the same efficiencies of the
FEvGT-IC with a higher power output.

The STIG-SIC cycle surface covers a larger region of power
outputs than the evaporative cycles and sits at lower efficiencies
than the evaporative cycles by 2.5%–4% points. The lowest
power outputs are lower than either the FEvGT-IC or PEvGT-IC
while the highest outputs are equivalent to the PEvGT-IC. This
reflects the dependency of water vapor generation in the HRSG on
the turbine outlet temperature. Large gains in efficiency are made
going from low to moderate pressures, but the marginal effect of
increasing the pressure decreases once the compressor outlet tem-
perature reaches its maximum of around 480°C. The isotherms

show that increasing the working pressure will reduce the power
output, unlike the PEvGT-IC or FEvGT-IC, a trend explained in
Part I. Similar efficiency gains in efficiency are made as the
PEvGT-IC when increasing the TIT.

Judging from Fig. 4, the PEvGT-IC shows the best potential for
future intercooled cycles at very high pressures and firing tem-
peratures. Further increases in pressure beyond 40 bars will be
examined in future work.

Optimizing the Intercooled PEvGT Cycle. Figure 5 shows
the performance map of the PEvGT cycles~intercooled! at a con-
stant firing temperature of 1350°C with varying pressures and
part-flow ratios. Interestingly, the optimal part flow ratio~c!
marked with a star in Fig. 5 and used in Fig. 4, is only a function
of pressure. Hence the optimalc values in Fig. 5 for each working
pressure may be applied to firing temperatures besides 1350°C
~this is not the case in Part I!.

Examining Fig. 5, it is clear that a power maximum is found for
each isobar. This is in contrast to the non-intercooled PEvGT
where an isobar could have an efficiency or power maximum.
Furthermore, the efficiency constantly increases with increasing
part-flow ratios regardless of the pressure. As intercooling always
gives a compressor outlet cooler than the turbine outlet, for the
studied pressures, increasing the part flow will result in a higher
combustion inlet temperature and hence efficiency. Increasing the
part flow also serves to lower the outlet water temperature from
the humidifier. This allows more low-temperature heat recovery
from the cycle, which manifests in a higher humidity and the
increasing power output in Fig. 5. Countering this effect is a de-
crease in the amount of steam generated in the HRSG due to the
increase in superheating. This creates a humidity and power maxi-
mum.

The optimal part-flow ratio for the power-maximum can be
seen to increase when the CDP is raised. This is attributable to
coinciding decreases in the TOT and increases in the steam pres-
sure leading to lower steam-generation levels. Therefore more
heat is-available for the humidifier at higher pressures and a larger
amount of air is required to keep the humidifier water outlet tem-
perature low and effectively utilize the heat available in the cycle.

It was found that the two processes of part-flow humidification
and intercooling need to be harmonised to gain the greatest effect.
As the amount of humidifier feed water and the temperature out of
the tower affect the duty of the intercooler~see Fig. 2!, changes in

Fig. 4 Performance map of the intercooled HGT cycles

Fig. 5 Performance map of the intercooled PEvGT cycle with
varying working pressures and part-flow ratios „constant firing
temperature of 1350°C …
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the part flow have repercussions on the compressor work, the
compressor outlet temperature, and hence cycle areas beyond flue
gas heat recovery.

Economic Study of the HGT Cycles
A HGT concept for commercialization should be one that de-

livers a good economic performance, is technically feasible, and
preferably has low development time, costs, and risks. Further-
more, the concept should show the potential to improve with time.
We have chosen to limit the cycles to pressures under 30 bar and
firing temperatures under 1350°C to reflect short-term technolo-
gies. One configuration of each type of HGT cycle is chosen for
the intercooled and non-intercooled cycles. Furthermore, a com-
bined cycle in the midsize range@14# as well as an air-cooled
STIG cycle~data generated by the authors! is chosen as reference
points. Flow sheets of the chosen cycles are shown in Figs. 2–4 in
Part I and Figs. 6–9 here for the nonintercooled and intercooled
HGT cycles, respectively.

Table 4 shows the HGT cycles chosen for economic analysis
broken into the following sections: reference, nonintercooled, in-
tercooled, and FEvGT-IC feasibility. The FEvGT-IC feasibility
study shows what conditions must be placed on the FEvGT-IC
cycle to become competitive with the other HGT cycles. Table 4
gives the configuration and performance, along with a percentage
breakdown of the specific cost of the cycle components~genset,
boiler circuit, humidification circuit, and water recovery unit!, the
investment cost index compared to the CC, and the final cost of
electricity index, compared to the CC.

The first trend of note in Table 4 is that all HGT cycles have a
lower CoE than the combined cycle due to their lower specific
investment costs and good efficiencies. Another initial comment is
that considering the very low investment costs~savings of 15%–
35%!, the differences in the short term CoE~3%–12%! are not
particularly large. This reflects the dominating role of the variable
part of the CoE, i.e., the fuel cost. The biggest investment saving
is through the lack of a steam turbine. The actual specific cost
($/kWe) of the humidified genset is quite stable, and therefore
variations in the specific investment cost of the cycles are mostly
due to fluctuations in the specific cost of the heat exchangers. The

chosen length of operation~6000 h! is typical for the Nordic re-
gion and can be regarded as low from an international perspective.

The second point of interest is that the short-term HGT cycles
can be broken into four groups related to their CoE performance.

1. The first group consists of the PEvGT, PEvGT-IC, STIG,
and STIG-SIC cycles. These cycles return the lowest CoEs,
about 88–89 on the index.

Fig. 6 Conventional STIG cycle flow sheet as used for dimen-
sioning and costing

Fig. 7 Spray-intercooled, steam-cooled STIG cycle flow sheet
as used for dimensioning and costing

Fig. 8 PEvGT-IC cycle flow sheet as used for dimensioning
and costing
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2. A second group is formed by the conventional~air-cooled!
STIG and the intercooled FEvGT cycle, which have a CoE
index of 91.

3. The non-intercooled FEvGT is the lone HGT cycle with a
CoE over 95 on the index.

Implicit in the first grouping is that intercooling marginally im-
proves the economic performance of the STIG and PEvGT cycles
but does not seem strictly necessary in any near-term PEvGT or
STIG cycle. Furthermore, it is evident that the ‘‘refined STIG
cycles,’’ i.e., STIG cycles complemented with steam cooling or a
humidification tower, pay for their increased complexity over the

conventional STIG cycle. Given the uncertainties in the costing
and dimensioning data, and the small differences between the CoE
of the PEvGT and STIG cycles, it is difficult to recommend one
cycle over the other on economic grounds. However, the
PEvGT-IC and PEvGT cycles do show a slight economic edge,
which combined with the superior performance potential of the
PEvGT cycle, is an important factor to consider in any decision
between these cycles.

Unlike the STIG and PEvGT cycle, the FEvGT cycle requires
an intercooler to approach the economic performance of the other
cycles. Moreover, it is clear that recuperator prices or cycle per-
formance must be improved for the FEvGT-IC to become com-
petitive; the last grouping in Table 4 ‘‘FEvGT-IC feasibility’’ pre-
sents an analysis of this. The case ‘‘Feasible FEvGT-IC’’ shows
that the recuperator price must be vastly reduced in order to attain
a CoE equivalent to the other intercooled cycles. The recuperator
cost in Table 4 is equivalent to 16 $/kWduty compared to the
43 $/kWduty used in the normal economic study~Table 2!. In other
terms, the recuperator can only cost the same as a finned-tube heat
exchanger.

Another way to make the FEvGT-IC competitive is to raise its
performance by decreasing the pressure drops and approach tem-
peratures, increasing the humidification tower~HT! performance
and cooling the turbine with humid air from the HT. This case is
presented in the last column ‘‘High performance FEvGT-IC’’ and
likens the cycle proposed by Lindquist@3#. The efficiency is raised
2% points over the base FEvGT-IC case and the power output
increases 130 kJe/kgia. However, the heat exchangers become
much larger and hence 50% more costly. Therefore the recupera-
tor must still be 40% the cost of the original estimate, i.e.,
28 $/kWduty ~purchase cost, see Table 2!, for the cycle to be com-
petitive. It is worth stressing that the high performance recupera-
tor in this advanced case must fulfill demands for a higher effec-
tiveness~96%! and a lower pressure drop~4.5%! at the same time.
This is without mentioning the difficulties of recuperator opera-
tion at the higher working pressures studied in this paper. In con-
clusion, while the FEvGT-IC has the potential to deliver very high
efficiencies, it is heavily reliant on the existence of a recuperator
with a low cost, a high effectiveness, and low pressure drops.
Consequently, near-term HGT cycles are more likely to be of the
PEvGT or STIG configuration.

Fig. 9 FEvGT-IC cycle flow sheet as used for dimensioning
and costing

Table 4 Summary of the economic performance of the HGT cycles
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Discussion: Commercializing HGT Cycles
Despite extensive research on humidified gas turbine concepts

~see Part I, Introduction!, they have remained unpopular with gas
turbine manufacturers. Three main areas are often cited as ob-
stacles for commercializing HGT cycles.

First, the costs associated with water consumption or water re-
covery have been cited as too expensive, offsetting any benefits
from a decreased plant investment cost. Furthermore, water impu-
rities may carry over to the gas turbine and endanger the turbine
lifetime. Recent reports, however, have shown water self-
sufficient humidified plants to be technically and economically
feasible@13,15,16# while at the same time ensuring good air qual-
ity for the turbine@17#. The HGT plant costs in this article include
a very capital-intensive water recovery system@13# ~closed-circuit
cooling with blast-air coolers!, yet the cycles still have a reason-
able economic edge over the combined cycle.

Second, the recuperator is seen as a large risk for evaporative
cycles on top of the risk of designing a new gas turbine. An
important result of this study, however, has been to identify the
PEvGT configuration as the most cost-effective way to obtain the
heat recovery advantages of the humidification tower without the
risk of developing a high-performance recuperator.

The third and most crucial area is the investment and risk in-
volved for manufacturers to develop a new gas turbine especially
designed for humidified operation. Results produced by the EvGT
consortium, including this article, point to the advantages of HGT
cycles when a new gas turbine designed for humidified operation
is used. However, most design efforts in industry concentrate on
adapting existing gas turbines to humid operation in order to mini-
mize costs and risk. The result of this approach is basically to
compromise the core advantage of humidified operation~a large
expander flow with a small compressor flow! and the adapted gas
turbine is rarely competitive. To justify the risks involved in de-
veloping a humidified gas turbine, manufacturers must be con-
vinced a strong market exists for the product, something beyond
the scope of this article.

Conclusions
By examining the thermodynamic performance of the inter-

cooled HGT cycles, the following could be concluded:

• Both the PEvGT-IC and FEvGT-IC are well suited to conven-
tional intercooling. Both cycles’ efficiencies and power out-
puts benefit, but intercooling favors the FEvGT cycle more in
terms of efficiency and the PEvGT more in terms of power
output.

• The STIG cycle utilizes spray-intercooling, which allows
higher pressures but only a marginal performance improve-
ment over a non-intercooled STIG cycle.

• With the introduction of the intercooler, the FEvGT-IC con-
cept appears to have a performance edge on the PEvGT-IC
concept for most conventional core engine designs. The
PEvGT-IC, however, responds best to increases in pressure
and has the highest potential performance of the HGT cycles.
The STIG-SIC is usually 2.5%–4% points below the evapo-
rative cycles.

• Due to lower amounts of gas-gas heat exchange at higher
driving forces, the PEvGT-IC will intrinsically have less heat
exchange area than the FEvGT-IC. The STIG-SIC has only
half the amount of heat transfer of these two cycles.

• Higher part-flow ratios are required for the PEvGT-IC than
the PEvGT to accommodate the extra energy transfer from
the intercooler. The optimal part flow ratio for the PEvGT-IC
is constant with constant CDP.

From an economic analysis that compared both intercooled and
non-intercooled HGT cycles to the combined cycle, the following
may be concluded:

• All near-term HGT cycles were found to have lower specific
investment costs~15%–35%! and CoE~3%–12%! than the
CC.

• Given their low investment costs, good performances, and
relatively conventional components, the PEvGT and the
steam-cooled STIG cycle seems the most promising ad-
vanced HGT cycles for near-term commercialization. The
PEvGT cycle has a greater performance potential for future
development than the STIG cycle, both in intercooled and
non-intercooled configurations.

• An intercooler does not significantly improve the economic
performance of the PEvGT or STIG cycle at working pres-
sures under 30 bars. Hence intercooling is unnecessary for a
near-term cycle.

• To be competitive with the boiler-based HGT cycles, the full-
flow EvGT cycle must be intercooled and requires the devel-
opment of a recuperator that is 40%–60% of the current es-
timated price. The non-intercooled full-flow EvGT is the least
cost-effective HGT cycle studied.
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Nomenclature
Cycle Abbreviations

CC 5 Combined cycle
EvGT 5 Evaporative gas turbine

FEvGT 5 Full-flow evaporative gas turbine
HGT 5 Humidified gas turbine
ICR 5 Intercooled recuperated gas turbine

PEvGT 5 Part-flow evaporative gas turbine
STIG 5 Steam-injected gas turbine

Heat Exchanger Abbreviations

AC 5 Aftercooler
BC 5 Boiler circuit

B-ECO 5 Boiler circuit economiser
B-SH 5 Boiler circuit superheater
FGC 5 Flue gas condenser

HC 5 Humidification circuit
H-ECO 5 Humidification circuit economiser

H-FWPH 5 Humidification circuit feed water preheater
H-SH 5 Humid air superheater

HT 5 Humidification tower
IC 5 Intercooler

REC 5 Recuperator
WRU 5 Water recovery unit

Parameters

CDP 5 Compressor discharge pressure, bar
CoE 5 Cost of electricity, $/MWhe
COT 5 Compressor outlet temperature, °C
LHV 5 Lower heating value

Pel 5 Power output, MWe ~net!
t 5 Temperature

TIT 5 Turbine inlet temperature~combustor outlet tem-
perature!, °C

TOT 5 Turbine outlet temperature, °C
hel 5 Cycle electrical efficiency, % LHV
v 5 Cycle humidification rate, kgH2O/kgintake air
c 5 Part-flow ratio, per kg compressor intake air
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Subscripts

ad 5 adiabatic
bp 5 boiling point
i.a. 5 intake air
w 5 water
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The Effect of Turbine Blade
Cooling on the Cycle Efficiency of
Gas Turbine Power Cycles
A thermodynamic cycle analysis computer code for the performance prediction of cooled
gas turbines has been used to calculate the efficiency of plants with varying combustor
outlet temperature, compressor pressure ratio, and turbomachinery polytropic efficiency.
It is shown that the polytropic efficiency exerts a major influence on the optimum oper-
ating point of cooled gas turbines: for moderate turbomachinery efficiency the search for
enhanced combustor outlet temperature is shown to be logical, but for high turbomachin-
ery efficiency this is not necessarily so. The sensitivity of the cycle efficiency to variation
in the parameters determining the cooling flow rates is also examined. While increases in
allowable blade metal temperature and film cooling effectiveness are more beneficial than
improvements in other parameters, neither is as important as increase in turbomachinery
aerodynamic efficiency.@DOI: 10.1115/1.1805549#

1 Introduction
The single most important factor responsible for the steady in-

crease in gas turbine efficiency over the last half century has been
the increase in combustor outlet temperatureTcot . Advances have
been made possible by remarkable developments in both blade
materials and cooling technology. So successful has this develop-
ment program proved that few engineers would challenge the
principle that the surest way to raise the efficiency of the next
generation of machines is to increase the top temperature.

Nevertheless, MacArthur@1# and Horlock et al.@2# have re-
cently argued that the efficiency benefits of higher temperatures
may be more than offset by the increased losses associated with
the cooling flow rates required. Using a computer code in which
real gas effects were included, Horlock et al.@2# presented calcu-
lations of the variation of cycle efficiency withTcot at various
fixed pressure ratios. These displayed efficiency maxima at tem-
peratures not significantly higher than those of machines currently
in operation.

Surprisingly, the calculations gave similar maxima even with-
out turbine cooling. A detailed study was therefore made of gas
properties, as a limit on performance in the absence of cooling, by
Wilcock et al.@3#. This work focused on the effects of increased
water content in the combustion products at higher fuel/air ratios
leading to higher specific heat capacitiescp andcv , but a lower
ratio g. It was shown that these real gas effects are responsible for
the peaks in cycle efficiency withTcot well below the stoichio-
metric limit.

This paper presents more comprehensive calculations of gas
turbine performance using an improved code. Cycle efficiencies
with and without turbine cooling are compared for a range of
turbomachinery efficiencies. The calculations provide an over-
view, which is lacking in less general studies, and lead to conclu-
sions which are of considerable importance for the gas turbine
designer.

2 Cycle Analysis Computer Code
The cycle analysis computer code is based on the theory of

Young and Wilcock@4,5# and models a simple-cycle industrial gas
turbine with cooling as shown in Fig. 1. The main parameters
defining the cycle are the pressure ratior p , the combustor outlet

temperatureTcot , and the compressor and turbine polytropic effi-
ciencieshpoly,C andhpoly,T . The latter refers to an uncooled tur-
bine, the cooling losses being estimated separately as described
below.

The working fluid is assumed to be a mixture of the four semi-
perfect gases N2 , O2 , CO2 , and H2O. Semi-perfect implies that
the specific heat capacities depend on temperature but not pres-
sure. They were represented by polynomial curve fits to the data
in the JANAF tables~Chase et al.@6#!. Combustion for a given
fuel was modeled in the usual way using enthalpies and entropies
of formation also taken from the JANAF tables.

As shown in Fig. 2, the cooled turbine is divided into stages,
each stator and rotor being treated separately. In order to avoid
specifying the blade geometry, the relative total temperature at
rotor inlet is estimated from a given stage loading coefficient, as
described in Ref.@5#. Coolant from the compressor enters the
internal passages of the blade where it receives heat from the
mainstream flow after conduction through the thermal barrier
coating ~if present! and the blade metal. A special treatment for
rotating blades is described in Ref.@5#. For film-cooled blades, the
coolant flows over the blade surface before mixing out with the
mainstream flow. Mixing is assumed to be complete at entry to the
next blade row.

Full details of the theory are given in Ref.@5# but it will be
evident that, in order to fix the thermodynamic state downstream
of a blade row, it is necessary to know, not only the cooling flow
rate, but also the rate of entropy creation~over and above the
basic uncooled loss represented byhpoly,T). These crucial aspects
of the procedure are now discussed.

2.1 Prediction of the Cooling Flow Rates. The cooling
flow rates were estimated using the method of Holland and Thake
@7#, modified to allow for the temperature variations across the
metal and thermal barrier coating~TBC!. The Appendix provides
a description of the method, and full details can be found in Ref.
@5#. The procedure models both convection and film cooling, and
is particularly attractive because the cooling flow fractionc ~the
ratio of the coolant mass flowratemc to the mainstream mass flow
rate mg) is expressed in terms of just six parameters@see Eqs.
~A2!#. These are,«0 ~blade cooling effectiveness!, Kcool ~cooling
flow factor!, h int ~internal cooling efficiency!, « f ~film cooling
effectiveness!, Bimet ~metal Biot number!, and Bitbc ~TBC Biot
number!. Of these,«0 is fully specified by the gas and coolant
inlet temperatures, and the allowable blade metal temperature.
The remaining five parameters are specified as input data. Table 1
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lists some typical values for current aeroderivative cooling tech-
nology and for two advanced technologies which might be achiev-
able within the next few years.

With the cooling flow fraction known, application of the
steady-flow energy equation gives the values of the various tem-
peratures introduced in the Appendix and also the specific total
enthalpy of the mixed-out flow downstream of the blade row.

2.2 Estimation of the Cooling Irreversibilities. The irre-
versible entropy creation is calculated as described by Young and
Wilcock @5#. In this approach, the total irreversibility is divided
into an ‘‘uncooled loss’’ and various ‘‘cooling losses.’’ The un-
cooled loss refers to the profile, secondary, and tip-leakage losses
in an uncooled expansion and is obtained from a given stage ‘‘un-
cooled’’ polytropic efficiencyhpoly,T . A major assumption is that
the uncooled loss is unchanged in the presence of cooling flows.
Additional entropy creation results from the following processes,
depicted in Fig. 3:

i. Heat transfer from the mainstream flow to the blade outer
surface

ii. Heat transfer through the thermal barrier coating if present
iii. Heat transfer through the blade metal
iv. Heat transfer from the blade inner surface to the coolant
v. Frictional pressure loss between compressor offtake and

coolant injection
vi. Thermal mixing~i.e., the turbulent mixing process wherein

the injected coolant and mainstream static temperatures
equilibrate!

vii. Kinetic energy dissipation~i.e., the turbulent mixing process
wherein the injected coolant and mainstream flow velocities
equilibrate!

Reference@5# gives model expressions for the entropy production
rate in each of these processes and the Appendix provides a brief
description and statement of the parameters which need to be
specified. Once the entropy creation terms are known, the mixed-
out entropy downstream of the blade row can be found. Knowing
the total enthalpy and entropy at exit to each stage, the cycle
efficiency and all other quantities can be determined.

It is not essential to express the losses in terms of the entropy
created. Horlock et al.@2#, for example, use a similar mixing cal-
culation to estimate the mainstream total pressure downstream of
the coolant injection, and this provides equivalent information for
fixing the thermodynamic state. The advantage of working in
terms of entropy, however, is that the source and magnitude of
each irreversibility is well defined. The effect of changes in the
cooling parameters can then be assessed at a local as well as an
overall level.

Fig. 1 Schematic diagram of simple-cycle cooled industrial
gas turbine

Fig. 2 Schematic diagram of a cooled turbine stage. Complete
mixing is assumed at planes 1, 2, 3, and 4.

Fig. 3 Schematic diagram illustrating the cooling irreversibilities

Table 1 Parameter values for different levels of aeroderivative
cooling technology

Cooling Technology Kcool h int « f Bimet Bitbc

Current 0.045 0.70 0.40 0.15 0.30
Advanced 0.045 0.75 0.45 0.15 0.40
Super-advanced 0.045 0.80 0.50 0.15 0.50
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3 Cycle Calculations Without Cooling
A set of ‘‘real gas’’ computer calculations for an uncooled tur-

bine was described in Ref.@3#. The calculations showed how
varying composition and specific heat capacity result in the occur-
rence~at constant pressure ratio! of a maximum cycle efficiency at
temperatures well below stoichiometric. A mathematical analysis
of this behavior was given in Ref.@3# and is not repeated here. A
brief description of the results is appropriate, however, because
this high-temperature real gas behavior represents the limiting
case of zero-cooling flow rate.

For the calculations, the air entering the compressor was as-
sumed to be at a temperature of 25 °C and a pressure of 1 atm. For
convenience, the compressor and turbine polytropic efficiencies
were taken to be equal,hpoly,C5hpoly,T5hpoly . The fuel was as-
sumed to be supplied at 25 °C and combustor pressure, and had
the composition of methane with LHV 50 MJ/kg. A 4% combustor
pressure loss was assumed for all calculations, but pressure losses
in the inlet and outlet ducts were neglected. Because of these and
other minor approximations, the calculated efficiencies are a little
higher than might be expected, and attention should be directed at
changes in efficiency rather than absolute values.

Contour plots of cycle efficiencyhcyc on axes of combustor
outlet temperatureTcot and pressure ratior p are presented in Fig.
4. Figure 4~a! refers to the case whenhpoly51.0 ~reversible tur-
bomachinery!. An ideal Joule-cycle analysis with constant specific
heat capacities would give straight horizontal contour lines be-

causehcyc would be a function ofr p only, independent ofTcot .
The inclusion of real gas effects in Fig. 4~a! results in an anti-
clockwise rotation of the contours, showing thathcyc would actu-
ally decrease with increasingTcot at fixed r p . Thus, although the
turbine work output increases withTcot , this is more than offset
by an increase in fuel/air ratio.

Figure 4~b! shows contours of constanthcyc for turbomachinery
with hpoly50.95. With respect to Fig. 4~a!, the contours have
rotated clockwise and have moved toward the bottom left of the
diagram. This results inhcyc passing through a maximum with
increasingTcot at fixedr p . The locus of these maxima is marked
by the dotted line, and it can be seen that the ‘‘optimum value’’
Tcot,opt increases with pressure ratio. Forhpoly50.9, Fig. 4~c!
shows that the clockwise rotation and movement of the contours is
enhanced and the locus ofTcot,opt has migrated to higher tempera-
tures. Finally, forhpoly50.85, Fig. 4~d! shows that, forany fixed
pressure ratio,hcyc increases monotonically withTcot and does not
display a maximum.

These calculations show that, for a gas turbine requiring no
cooling, it would only be at low polytropic efficiency that a case
could be made for continually increasingTcot ~at constantr p) as a
means of increasing the cycle efficiency. Indeed, for an uncooled
plant operating at specifiedr p , Tcot , andhpoly , the optimum de-
sign path for increasinghcyc is in a direction normal to the contour
at that point. At highhpoly this may, surprisingly, involve decreas-
ing Tcot while increasingr p . These findings are very important.

Fig. 4 Uncooled GT with hpoly, CÄhpoly, TÄhpoly . Contours of constant cycle efficiency hcyc with
contour interval 0.01. Combustor outlet temperature TcotÄ1400– 2200 K on abscissa, compressor
pressure ratio r pÄ24– 60 on ordinate. Dotted lines are loci of Tcot, opt „Tcot for maximum hcyc at
constant r p….
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4 Cycle Calculations With Current Cooling Technol-
ogy

The computer code for cooled gas turbines described in Section
2 was used to calculate a set of contour plots for the four turbo-
machinery polytropic efficiencies exactly as in Section 3. The
cooling parameters were set at a level representative of ‘‘current
cooling technology’’ as listed in Table 1 and were maintained
constant for all the calculations.

Figure 5~a! shows contours ofhcyc for a gas turbine with
hpoly,C5hpoly,T5hpoly51.0. As discussed in Section 2.2,hpoly,T
refers to the efficiency of an uncooled turbine expansion. The
actual expansion with coolant injection is not isentropic because
of the entropy creation associated with the cooling losses. As with
the ‘‘uncooled’’ plots of Fig. 4~a!, the cycle efficiency at constant
r p decreases with increasingTcot . In fact, the shape of the con-
tours in Figs. 4~a! and 5~a! is very similar, the only real difference
being in the magnitude of the efficiencies, which are lower by
0.5–1.5 percentage points in Fig. 5~a!. Considering the magnitude
of the cooling flow fractions, especially at highTcot andr p , this is
a remarkably small penalty to pay for cooling the blades. The
explanation will emerge below.

Figure 5~b! shows contours ofhcyc for hpoly50.95. A compari-
son with Fig. 4~b! shows a more substantial shift of the contours
and a larger efficiency penalty due to cooling. It will also be noted
that the locus ofTcot,opt has shifted to lower temperatures~by

60–100 K! and there is evidence of a global maximum cycle
efficiency. Although this cannot quite be observed in Fig. 4~b!,
examination into the region of higher-pressure ratios reveals a
maximum ofhcyc,max50.555 atTcot,max51690 K andr p,max563.
This combustor outlet temperature is lower than present-day aero-
derivative operating temperatures.

Figure 5~c! shows the results withhpoly50.9. A comparison
with Fig. 4~c! reveals substantial changes in contour pattern and
efficiency level. Also, the global maximum has moved to the
much higher temperature and lower pressure ratio ofTcot,max
51930 K andr p,max541 with the reduced valuehcyc,max50.463.
This trend continues in Fig. 5~d! for hpoly50.85. The maximum
cycle efficiency is nowhcyc,max50.382, and it occurs at the even
higher temperature and lower pressure ratio ofTcot,max52090 K
and r p,max530.

To summarize, the cycle efficiency penalty at very high turbo-
machinery efficiency is surprisingly small, even at combustor out-
let temperatures and pressure ratios where the cooling flow frac-
tions are very high. Ashpoly drops, much larger differences
between cooled and uncooled operation appear, characterized by
substantial changes in the cycle efficiency contour patterns and
the magnitude of the cooling efficiency penalty. The changing
contour pattern reveals the existence of a global maximum ofhcyc
which migrates from lowTcot and highr p at hpoly50.95 to much
higherTcot and lowerr p at hpoly50.85.

Fig. 5 Cooled GT with ‘‘current cooling technology’’ from Table 1 and hpoly, CÄhpoly, TÄhpoly „hpoly, T
refers to an uncooled mainstream expansion …. Contours of constant cycle efficiency hcyc with contour
interval 0.01. Combustor outlet temperature TcotÄ1400– 2200 K on abscissa, compressor pressure
ratio r pÄ24– 60 on ordinate. Dotted lines are loci of Tcot,opt „Tcot for maximum hcyc at constant r p….
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To set the calculations in context, modern aeroderivative gas
turbine power plants have polytropic efficiencies around 0.9~a
little lower for the turbine! and operate on design at aroundTcot
'175021850 K andr p'30236. These conditions are quite close
to the global maximum in Fig. 5~c!. The implications are,~i! at
current levels of turbomachinery efficiency and cooling technol-
ogy, increasingTcot ~at any pressure ratio! would result in only a
small increase~and possibly even a decrease! in cycle efficiency
and,~ii ! at the current level of cooling technology, an increase in
hpoly should warrant a decrease inTcot .

5 The Cycle Efficiency Penalty Due to Cooling
The cycle efficiencies for the uncooled and cooled gas turbines

of Figs. 4 and 5 may be subtracted to give the cycle efficiency
penalty due to coolingDhcyc. Figure 6~a! shows contours of
Dhcyc for hpoly50.90. The penalty increases both withr p at a
given Tcot and withTcot at a givenr p . At the point of maximum
hcyc (Tcot,max51930 K, r p,max541), the efficiency penalty is 3.7

percentage points. At higher temperatures and pressure ratios, the
penalty is much greater, for example atTcot52100 K, r p550, the
penalty is 6.5 percentage points. As the conditions become more
extreme, however, the calculations become less reliable because
the cooling flows are impracticably high. This can be seen in Fig.
7~a!, which shows the calculated cooling flow fraction for the first
stator row and in Fig. 7~b!, which shows the cooling flow fraction
for the whole machine~including an allowance for disc cooling!.

A simple method for estimatingDhcyc is given by Horlock@8#.
Assuming perfect gas behavior, he derived approximate expres-
sions forDhcyc in one-step, two-step, and multistep cooling pro-
cesses. For two-step cooling with HP and LP cooling flow frac-
tions cHP and cLP , Horlock’s expression ~rewritten for
polytropic rather than isentropic efficiency! is

Dhc5
1

~u2jHP! FcHPS jHP

zHP
21D1cLPS jLP

zLP
21D G , (1)

where u5Tcot /Tambient. The compression temperature ratio isj

Fig. 6 Cycle efficiency cooling penalty Dhcyc for current cooling technology and hpolyÄ0.90. Combus-
tor outlet temperature TcotÄ1400– 2200 K on abscissa, compressor pressure ratio r pÄ24– 60 on ordi-
nate. At each condition „Tcot ,rp…, the contours represent the difference in cycle efficiency between Figs.
4„c… and 5 „c….

Fig. 7 Fractional cooling flowrates c for current cooling technology and hpolyÄ0.90. Combustor outlet
temperature TcotÄ1400– 2200 K on abscissa, compressor pressure ratio r pÄ24– 60 on ordinate. In „a… c
is based on the exit flow from the first stator and in „b… on the exit flow from the final stage.
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5rm, wherem5(g21)/(ghpoly) and r is the pressure ratio over
which the coolant stream is compressed~from ambient to supply!.
The expansion temperature ratio isz5r n, where n5hpoly(g
21)/g and r is the pressure ratio over which the coolant is ex-
panded~to ambient! after mixing in the turbine.

Horlock obtained Eq.~1! by considering the difference between
the work required to compress the coolant and the work produced
by its expansion after mixing with the mainstream flow. If these
processes were isentropic~and the coolant behaved as a perfect
gas with constantcp and g!, then m and n would be equal and
Dhcyc would be zero. For nonisentropic compression and expan-
sion, m andn differ andDhcyc takes positive values. It is impor-
tant to appreciate, therefore, that Horlock’s analysis ignores the
combustor pressure loss, the entropy production due to friction in
the internal blade passages, and the kinetic energy dissipation dur-
ing mixing ~losses~v! and ~vii ! in Section 2.2!.

By way of illustration, the cooling flow fractions forhpoly
50.90, determined in Section 4, were substituted forcHP and
cLP in Eq. ~1! to produce estimates ofDhcyc. These are plotted in
Fig. 6~b! for comparison with the full computer calculations of
Fig. 6~a!. Because of the neglect of some sources of lossDhcyc in
Fig. 6~b! is everywhere smaller than in Fig. 6~a!. Nevertheless, the
slopes of the curves are remarkably similar showing that Hor-
lock’s result is successful in explaining part, but not all, of the
efficiency penalty due to cooling.

The preceding analysis and discussion also provides an expla-
nation for the extremely modest uncooled-to-cooled contour shifts
at high turbomachinery efficiency described in Section 4. As noted
above, the approximation toDhcyc from Eq. ~1! tends to zero as
hpoly→1 because the parametersm and n become equal. Hence,
with Horlock’s assumptions~perfect gas behavior throughout the
cycle and neglect of the coolant internal friction and kinetic en-
ergy mixing losses!, hcyc would be truly independent of cooling
flow fraction athpoly51. Now, although the inclusion of a real gas
model has a substantial effect on theabsolutelevel of cycle effi-
ciency, thechange~uncooled-to-cooled! is not strongly dependent
on the cooling flow fraction. These comparatively minor real gas
effects and the further inclusion of the neglected losses are to-
gether responsible for the rather small differences in cycle effi-
ciency observed between Figs. 4~a! and 5~a!. As hpoly decreases,
however, som andn become significantly different andDhcyc @as
can be seen from Eq.~1!# not only increases, but also becomes
proportional to the cooling flow fractions. This results in the much
larger changes in cycle efficiency contour patterns, which are evi-
dent at low values ofhpoly .

6 Sensitivity to Variation in the Cooling Parameters
In the preceding sections it has been shown that, as the turbo-

machinery efficiency decreases, the cycle efficiency of a cooled
gas turbine becomes very dependent on the cooling flow fraction
c delivered to each blade row and, therefore, on the choice of
parameters involved in the estimation ofc. The sensitivity ofc to

changes in these parameters can be investigated by differentiating
the expression forc ~Eq. ~A2a! in the Appendix! to give

dc

c
5

dKcool

Kcool
2S «02« f

«02C« f
D dh int

h int
2F C

«02C« f

1
Bimet

~12«0!~11B!Gd« f2
dBitbc

~11B!
1S «02« f

12«0
D dBimet

~11B!

1F ~11« f !

~«02C« f !~12«0!
1

Bimet

~12«0!2~11B!
Gd«0 (2)

where B5Bitbc2Bimet(«02« f)/(12«0) and C512h int(1
2«0).

As an example, consider an HP aeroderivative stator blade op-
erating with a combustor outlet temperature of 1800 K, a combus-
tor pattern factor 0.15, a coolant supply temperature of 875 K, and
a maximum outer surface metal temperature of 1125 K. Equations
~A1!–~A7! with the ‘‘current technology’’ values of Table 1 (h int
50.7,« f50.4, Bimet50.15, Bitbc50.30) then give«050.765 and
the required cooling flow fraction for the first stator row as
c50.110. Inserting these values into Eq.~2! gives

dc

c
5

dKcool

Kcool
21.21dh int2@1.9410.60#d« f20.94dBitbc

11.46dBimet1@13.8312.55#d«0 (3)

which shows clearly the relative effect of changing each param-
eter. Of particular interest is the significant contribution to the
coefficient ofd« f from the term involving Bimet ~the second term
in the square brackets!. This indicates the importance of allowing
for the metal temperature drop, an effect neglected in the original
Holland and Thake theory@7#.

To continue, suppose improvements in cooling technology re-
sulted in an increase of 0.05 in each ofh int , « f , and Bitbc while
maintainingKcool and Bimet constant. Equations (A2a) and (A2b)
then show thatc could be reduced from 0.110 to 0.088 for the
same value of«0 . Alternatively,«0 could be increased from 0.765
to 0.795 withc unchanged. For the same allowable metal tem-
perature of 1125 K, this would correspond to an increase inTcot of
about 130 K.

Calculations such as these provide useful information on the
sensitivity of the cooling flow rates to changes in the cooling
parameters, but they give no indication of the resulting variations
in cycle efficiency. It is therefore informative to present the results
of a few sample calculations to illustrate the sensitivity ofhcyc to
variations in the cooling parameters. These calculations, it should
be noted, have been carried out on the assumption that the com-
pressor and uncooled turbine polytropic efficiencies remain un-
changed.

A reference point was taken atTcot51800 K, r p536, and
hpoly50.90, and this was maintained constant. All the cooling
parameters except one were then also fixed and the remaining

Table 2 Sensitivity of cooling flow fraction c „whole turbine … and cycle efficiency hcyc to
changes in cooling parameters at constant Tcot 51800K , r pÄ36, and hpolyÄ0.90

Cooling parameter Cooling flow fraction Cycle efficiency

Max metal temp~rotors and stators!
1175 K2~1125 K!21075 K 0.1982~0.258!20.355 0.4652~0.459!20.448
Film cooling effectiveness« f
0.52~0.4!20.3 0.2032~0.258!20.318 0.4652~0.459!20.452
Internal cooling efficiencyh int
0.82~0.7!20.6 0.2422~0.258!20.279 0.4612~0.459!20.452
TBC Biot number Bitbc
0.42~0.3!20.2 0.2442~0.258!20.279 0.4602~0.459!20.457
Metal Biot number Bimet
0.12~0.15!20.2 0.2492~0.258!20.269 0.4602~0.459!20.458
Combustion Pattern FactorKcomb
0.102~0.15!20.20 0.2392~0.258!20.278 0.4612~0.459!20.457
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parameter varied as shown in the left-hand column of Table 2
~with the reference value given in brackets!. The corresponding
range of cooling flow fractions and cycle efficiencies resulting
from the variations are tabulated in the other columns.

An improvement inhcyc of about 0.6 percentage point would
result from an increase of 50 K in the allowable metal temperature
or from an increase in film cooling effectiveness from 0.4 to 0.5.
Smaller improvements inhcyc would be obtained from increasing
the internal cooling efficiency or TBC Biot number or decreasing
the metal Biot number; the combustion pattern factor is not a very
significant parameter. Although these changes in efficiency are
relatively small, the changes in the cooling flow fraction are more
substantial.

However, it is important to note that none of the changes in
Table 2 would match the improvement resulting from an increase
of one percentage point in the compressorand uncooled turbine
polytropic efficiencies. This would increasehcyc by 1.5 percent-
age points from 0.459 to 0.474~the cooling flow fraction dropping
from 0.258 to 0.250!.

7 Cycle Calculations With Improved Technologies

7.1 Improved Cooling Technologies. In Sections 3 and 4,
the contour plots of cycle efficiency for an uncooled gas turbine

~Fig. 4! and for a cooled gas turbine with ‘‘current cooling tech-
nology’’ ~Fig. 5! were examined in detail. It is now of interest to
see how improvements in cooling technology result in a gradual
transition from the plots of Fig. 5 to those of Fig. 4. To this end,
two improved technologies, defined in Table 1, were investigated.
The ‘‘advanced cooling technology’’ features modest improve-
ments which might be representative of the next generation of
aeroderivative machines. Typically, such improvements produce
about a 25% reduction in cooling flow fraction at a givenTcot and
r p compared with ‘‘current technology’’ values. A ‘‘super-
advanced cooling technology’’ is also defined in Table 1. These
parameters provide about a 50% reduction in cooling flow fraction
compared with current technology and, therefore, represent a ma-
jor advance in cooling development. Figures 8 and 9 show the
contour plots for the two improved technologies.

Consider first the calculations forhpoly51.0. The most instruc-
tive way of examining the plots is to observe the shift of the
contours through the sequence Figs. 5~a!→8~a!→9~a!→4~a! as
the technology improves from its current level to the ultimate
uncooled case. Clearly, only very small changes in cycle effi-
ciency result from these improvements. This reinforces the con-
clusion that, at very highhpoly , hcyc is almost independent of
cooling flow fraction.

Fig. 8 Cooled GT with ‘‘advanced cooling technology’’ from Table 1. Contours of constant cycle effi-
ciency hcyc with contour interval 0.01. Combustor outlet temperature TcotÄ1400– 2200 K on abscissa,
compressor pressure ratio r pÄ24– 60 on ordinate. Dotted lines are loci of Tcot, opt „Tcot for maximum hcyc
at constant r p….
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For hpoly50.95, the plots are best examined in the reverse se-
quence Figs. 4~b!→9~b!→8~b!→5~b!. Although the changes are
not dramatic, the curvature of the contours clearly increases, cul-
minating in the formation of the global maximum ofhcyc already
noted in Fig. 5~b! at Tcot,max51690 K, r p,max563. More impor-
tantly, there is little variation in the locus ofTcot,opt , particularly at
low r p . In the unlikely event that turbomachinery polytropic ef-
ficiencies reach values of 0.95, the optimumTcot at given r p
would be largely independent of the cooling technology and
would not exceed 1900 K, even at pressure ratios of 60.

For hpoly50.90, the forward sequence Figs.
5~c!→8~c!→9~c!→4~c! shows the locus ofTcot,opt moving to re-
gions of higher temperature, the global maximum ofhcyc increas-
ing in both temperature and pressure ratio. Similar comments
apply for hpoly50.85, and the sequence Figs.
5~d!→8~d!→9~d!→4~d!.

These observations indicate that, for improved cooling technol-
ogy but essentially constanthpoly of around hpoly50.9 ~Figs.
5~c!→8~c!→9~c!!, an increase in bothTcot and r p might be justi-
fied by the resulting increase inhcyc. However, with improve-
ments inboth cooling technology andhpoly , an increase inr p is
more important than an increase inTcot . Indeed, depending on the

level of improvement inhpoly , the optimum combustor outlet
temperature may actually decrease as the cooling technology gets
better~Figs. 5~c!→8~b!→9~b!!.

7.2 Ultimate Turbomachinery Efficiency. The theoretical
behavior forhpoly51.0, although providing understanding and in-
terpretation, can obviously never be realized in practice. Indeed,
even values of 0.95 probably exceed the maximum achievable
turbomachinery efficiency, which, according to most authorities,
is likely to be aroundhpoly50.92– 0.93 for both compressors and
turbines. Hence, in an attempt to represent the ultimate realizable
technology for turbomachinery aerodynamic design, Fig. 10 pre-
sents contour plots for the four levels of cooling technology dis-
cussed previously, all calculated withhpoly50.925. It shows
clearly the gradual transition, at constanthpoly50.925, from cur-
rent cooling technology~a!, through advanced~b! and super-
advanced~c! technologies, to a hypothetical uncooled machine
~d!.

Figure 10~a! shows a global maximum cycle efficiency of 0.507
at r p550, Tcot51810 K, compared with 0.463 atr p541 and
Tcot51930 K for hpoly50.90 ~Fig. 5~c!!. This emphasises the im-

Fig. 9 Cooled GT with ‘‘super-advanced cooling technology’’ from Table 1. Contours of constant cycle
efficiency hcyc with contour interval 0.01. Combustor outlet temperature TcotÄ1400– 2200 K on abscissa,
compressor pressure ratio r pÄ24– 60 on ordinate. Dotted lines are loci of Tcot, opt „Tcot for maximum hcyc
at constant r p….
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portant point made in Section 4 that the optimumTcot for current
cooling technology falls as the turbomachinery becomes more ef-
ficient.

Figures 10~b!–10~d! are remarkable for the similarity of the
contour patterns and the fact that the locus ofTcot,opt is almost
independent of the level of cooling technology. Furthermore, it
will be noted that the contour lines for highTcot run almost par-
allel to lines of constantr p indicating a very weak dependence of
hcyc on Tcot for constantr p . Thus, if the gas turbine designer,
having achieved ultimate turbomachinery polytropic efficiency of
0.925 and chosen a pressure ratio of 50 with a combustion tem-
perature of 1810 K~the optimum conditions of Fig. 10~a!!, were
prepared to compromise by, say, 0.5% on cycle efficiency, the
required combustor outlet temperature would fall by some 200 K.

8 Summary and Conclusions
The calculations presented in this paper show that, just as for

uncooled machines, the cycle efficiency of a cooled gas turbine is
primarily dependent on the combustor outlet temperatureTcot , the
pressure ratior p , and the turbomachinery polytropic efficiency
hpoly . The operating condition for maximizing cycle efficiency
depends, however, on a subtle combination of these parameters.
Using a computer code incorporating accurate modeling of gas
properties and the cooling methodology of Young and Wilcock

@5#, the paper has explored the variation in cycle efficiency for a
range of turbomachinery aerodynamic efficiencies and cooling
technologies. In an attempt to summarize the results in as digest-
ible a form as possible, Fig. 11 presents a montage of the 20
contour plots comprising Figs. 4, 5, 8, 9, and 10. A study of the
trends exhibited in this figure clearly shows that, contrary to wide-
spread opinion, improved cycle efficiencies will not necessarily
result from increased combustor outlet temperatures.

These findings should lead the designer to search for a suitable
compromise between increased combustor outlet temperature and
improved turbomachinery efficiency. If highhpoly is not possible,
then it is logical to seek a higherTcot . However, if highhpoly can
be attained, then the search for highTcot may not be appropriate.
At very high ~unattainable! hpoly , the cycle efficiency is almost
independent of the level of cooling technology. Even athpoly
50.925~the generally accepted ultimate aerodynamic efficiency!,
the value ofTcot giving maximumhcyc for a givenr p is, not only
remarkably insensitive to the cooling flow fraction, but also com-
parable to, or even lower than, present-day operating tempera-
tures.

Finally, it must be emphasised that this study has concentrated
on gas turbine performance in terms of cycle efficiency only. In
some circumstances there may be other valid reasons for increas-
ing the combustor outlet temperature~such as the desire to in-

Fig. 10 GT with the ‘‘ultimate turbomachinery efficiency’’ of hpolyÄ0.925. Contours of constant cycle
efficiency hcyc with contour interval 0.01. Combustor outlet temperature TcotÄ1400– 2200 K on abscissa,
compressor pressure ratio r pÄ24– 60 on ordinate. Dotted lines are loci of Tcot, opt „Tcot for maximum hcyc
at constant r p….
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crease the specific work output! which outweigh efficiency con-
siderations. It is also appreciated that other limits, such as those
on emissions, may have to be imposed which will restrict in-
creases in combustion temperature beyond those in use at present.
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Nomenclature

Bi 5 Biot number
Kcomb 5 combustion pattern factor
Kcool 5 cooling flow factor

p0 5 total pressure
r p 5 compressor pressure ratio

Tcot 5 combustor outlet temperature

Fig. 11 Contours of constant hcyc „contour interval Ä0.01… with hpoly, CÄhpoly, TÄhpoly . Each plot has Tcot
Ä1400– 2200 K on abscissa, r pÄ24– 60 on ordinate. Dotted lines are loci of Tcot for maximum hcyc at
constant r p . Left to right, increasing cooling technology. Bottom to top, increasing turbomachinary hpoly .
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T0 5 total temperature
«0 5 blade cooling effectiveness
« f 5 film cooling effectiveness

hcyc 5 cycle efficiency
h int 5 internal cooling efficiency

hpoly 5 turbomachinery polytropic efficiency
c 5 cooling flow fraction (mc /mg)

hcyc is based on the net work output, uncorrected for mechani-
cal and generator efficiencies, and on the LCV of methane.hpoly is
a total-to-total polytropic efficiency. All states in the cycles are
stagnation states. The maximum cycle temperature is the combus-
tor outlet temperature not the rotor inlet temperature.

Subscripts.

C 5 compressor
c 5 coolant
g 5 mainstream gas
T 5 turbine

Appendix

Determination of the Cooling Flow Rates. Various ap-
proaches for estimating the required cooling flow fractionc ~the
ratio of the coolant mass flowratemc to the mainstream flowrate
mg) are described by Holland and Thake@7#, El Masri @9#, Con-
sonni @10#, and Chiesa and Macchi@11#. The Holland and Thake
approach is attractive because it expressesc in terms of a small
number of parameters representive of a ‘‘technology level.’’ The
method was extended by Young and Wilcock@5# to allow for the
temperature drop through the thermal barrier coating~TBC! and
blade metal.

The analysis starts by defining theblade cooling effectiveness
«0 by

«05
T0g2Tmet,ext

T0g2T0c, in
(A1)

whereT0g is the relative total temperature of the mainstream gas,
T0c, in is the relative total temperature of the coolant entering the
blade passages, andTmet,extis the allowable external surface metal
temperature~assumed constant over the blade!. The problem is to
find the value ofc ~for each blade row! which will ensure that the
required value of«0 is achieved.

An expression forc is derived in Appendix 2 of@5#. The result
can be expressed as

c5
mc

mg
5

Kcool

~11B! H «02« f@12h int~12«0!#

h int~12«0! J (A2a)

B5Bitbc2S «02« f

12«0
DBimet (A2b)

In Eqs.~A2a! and~A2b!, Kcool is thecooling flow factor, h int is the
internal cooling efficiency, « f is the film cooling effectiveness,
Bimet is themetal Biot number, and Bitbc is theTBC Biot number.

The cooling flow factorKcool is defined by

Kcool5~11a!
Asurf

Ag

cpg

cpc
Stg (A3)

Asurf is the blade surface area, andAg is the exit flow area normal
to the axial direction.cpg /cpc is the gas to coolant specific heat
ratio, andStg is a Stanton number defined byStg5hgAg /mgcpg
(hg being the gas to blade surfacemeanheat transfer coefficient!.
The factora allows for other primary cooling flows~mainly end-
wall cooling! and is roughly equal to the ratio of the end-wall area
to Asurf . It does not encompass secondary cooling flows for seal-
ing, etc. For convenience, all the parameters were combined into

the single parameterKcool of Eq. ~A3! which was ‘‘tuned’’ to
engine data and then fixed for all the calculations.

Returning to Eq.~A2a!, the internal cooling efficiencyh int is
defined by

h int5
T0c,exit2T0c, in

Tmet,int2T0c, in
(A4)

whereT0c,exit is the relative total temperature of the coolant at exit
from the internal blade passage andTmet,int is the internal surface
metal temperature.h int represents the quality of the ‘‘internal
cooling technology.’’ It can, as discussed by Chiesa and Macchi
@11#, be related to the internal heat transfer coefficient and the
surface area of the internal flow passages, but this is deliberately
not done in the present paper. Instead, in order to bypass a difficult
internal heat transfer calculation, a value ofh int is specified di-
rectly as input data.

The film-cooling effectiveness« f is defined by

« f5
Trecov2Tadwall

Trecov2T0c,exit
>

T0g2Tadwall

T0g2T0c,exit
(A5)

where Trecov is the mainstream recovery temperature~approxi-
mately equal toT0g) and Tadwall is the adiabatic outer wall tem-
perature. Equation~A2a! requires a surface-area-averaged value of
« f , and this is difficult to estimate because it depends on the
geometry and layout of the injection holes, the blowing ratio, and
other parameters. In order to avoid this problem, a value of« f
representative of current ‘‘film cooling technology’’ was specified
directly. When film cooling was employed, it was assumed that all
the air emerges from the cooling holes.

The final parameters in Eqs.~A2a! and~A2b! are the metal and
TBC Biot numbers defined by

Bimet5
hgtmet

lmet
, Bitbc5

hgt tbc

l tbc
(A6)

wheret is the thickness andl is the thermal conductivity of the
metal or TBC.

If T0g in Eq. ~A1! corresponds to the mass-averaged total tem-
perature, the predicted coolant flow rate is invariably lower than
that used in a real engine. This is because allowance must be made
for temperature nonuniformity in the combustor outlet flow. A
common way of doing this is to replaceT0g by a temperature
T0g,max given by

T0g,max5T0g1KcombDTcomb (A7)

whereDTcomb is the combustion temperature rise andKcomb is a
‘‘pattern factor,’’ depending on the type of combustor and the
position of the blade row~Kawaike et al.@12#!. Typically, Kcomb is
about 0.15 for the first stator, reducing progressively for subse-
quent cooled rows. Having obtainedc by this method, the calcu-
lations revert to using the mass-averagedT0g .

Determination of the Cooling Irreversibilities. Figure 3 is a
schematic diagram showing the coolant and mainstream flow
paths. The Holland and Thake analysis and energy equation pro-
vide values of the coolant flow fraction, heat transfer rate and
temperatures defined earlier in this appendix. Process~i! in Sec-
tion 2.2 refers to entropy creation due to heat transfer to the outer
blade surface. As shown in Ref.@5#, this can be written in terms of
the mainstream static and blade surface temperatures. The former
requires knowledge of the average mainstream Mach number, but
the value is not critical. Processes~ii ! and ~iii ! refer to entropy
creation due to conduction through the TBC and blade metal and
can be computed from the known heat transfer rate and tempera-
ture drops.

Processes~iv! and ~v! refer to entropy creation in the coolant
stream between compressor offtake and injection into the main-
stream. At compressor offtake,T0c,compandp0c,compare prescribed
andT0c,exit is known from the heat transfer analysis. Ifp0c,exit can
be found, this defines the specific entropy at the exit holes and
hence fixes this ‘‘internal loss.’’

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 Õ 119

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



One way of findingp0c,exit is to estimate the pressure loss in the
internal passages using the method of Consonni@10#. This, how-
ever, requires detailed knowledge of the internal flow. An alterna-
tive approach is to assume that the design of the passages has been
such as to achieve a certain ‘‘momentum flux blowing ratio’’I at
the holes.I is defined by

I 5
rc,exitVc,exit

2

rg,exitVg,exit
2

5
gcMc,exit

2

ggMg,exit
2

(A8)

whereMc,exit is the exit coolant Mach number andMg,exit is the
local mainstream Mach number. As shown in Ref.@5#, specifying
Mg,exit and I is sufficient to definep0c,exit if it is assumed that the
coolant and gasstatic pressures at the holes are equal.

This method of estimating the internal loss parallels the calcu-
lation of the internal heat transfer described earlier in this appen-
dix. There, the difficult problem of estimating the internal heat
transfer coefficient was avoided by the direct specification of the
parameterh int . Here, the problem of estimating the mean friction
factor is avoided by specifying the parameterI.

Finally, it is necessary to calculate the entropy creation due to
the mixing processes~vi! and~vii !. As explained in Ref.@5#. This
is achieved using the method of Hartsel@13# under the assumption
that thestatic pressure remains constant during mixing. The only
extra parameter required to perform this calculation is the injec-
tion angle of the coolantf.

The advantage of this approach is that the heat transfer analysis
together with the specification of just three parametersMg,exit , I
andf allows the estimation ofall the cooling irreversibilities. The
disadvantage is in the difficulty of choosing suitable average val-
ues for the parameters in order to provide accurate representations
of cooling systems which are invariably very complex.
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Effects of Pore Size Variations on
Regenerative Wheel Performance
Manufacturing tolerances usually cause the air flow channel pore sizes to have a random
variation in the matrices of regenerative wheels. The effects of random pore size distri-
bution on pressure drop across a regenerative energy wheel transferring heat and mois-
ture and effectiveness are investigated using analytical methods. Compared to an identical
wheel with no pore size variation, simple algebraic expressions for pressure drop ratio,
Dp/Dp0 , and effectiveness ratio,e/e0 , are developed for a Gaussian distribution of flow
channel hydraulic diameters. Graphical results are presented showing that large random
variations in flow channel pore size decrease the pressure drop across a wheel and the
effectiveness (sensible, latent, and total) significantly for a regenerative wheel. Optical
and micrometer measurements of four typical regenerative wheels showed a random
variation in flow channel hydraulic diameters. These data imply significant decreases in
Dp/Dp0 and e/e0 for each wheel.@DOI: 10.1115/1.1804539#

1 Introduction
Most heat exchangers are designed with large fluid flow or pore

channel diameters so that the problem of geometric variations
among the flow channels is not a concern. This may not be the
case for desiccant coated wheel dehumidifiers, heat wheels, and
desiccant coated energy wheels with small flow channel pore di-
ameters for fluid flow.

In two recent papers by Shang and Besant@1# a typical energy
wheel with a large heat and mass transfer surface area per unit
volume ~e.g., a specific surface area of about 4000 m2/m3! and a
large number of flow passages per unit surface area~e.g., about
40 000 pores per m2! indicated variations in the downstream outlet
velocities across the face of the wheel and significant variations in
outlet temperatures and humidities. It is speculated that these ve-
locity and property variations are mostly caused by variations in
the pore size of the wheel matrix.

The problem of variations in fluid flow passage sizes has been
mentioned in several conference proceedings and handbooks on
heat exchanger design@2–4# as an important design consideration.
In 1970 London@5# considered laminar flow through gas turbine
regenerators and the influence of manufacturing tolerances for two
sizes of channel passages and showed that the pressure drop
would decrease and the effective number of heat transfer units of
the heat exchanger would decrease as the deviation in flow chan-
nel sizes increased. Mondt@6# used scanned photographs of heat
exchanger inlet faces to present measured deviations of spacings
in deepfold compact heat exchangers and showed that standard
deviations in the characteristic lengths of the flow channels varied
between 0.85% and 4.09% for three types of flow channel geom-
etries. London@7# reviewed the paper by Mondt and recom-
mended more precise experimentation and more sophisticated sta-
tistical techniques and concluded that this is a nagging problem
for industry and it is one that will not go away. Rohsenow@8#
discussed the problem for laminar flow through parallel flow
channels considering two different hydraulic diameters and
showed that the change in effective heat transfer coefficient al-
ways decreases with increasing size differences compared to the
case of equal hydraulic diameters. In a comprehensive heat trans-
fer analysis, Shah and London@9# extended the work of London
@5# by investigating a number of heat transfer problems with
variations in the hydraulic diameters of compact heat exchanger
flow channels. They presented the equations for pressure drop

ratio gain and fractional reduction in heat exchanger performance
for various steady state heat transfer boundary conditions. Effec-
tive friction factor Reynolds number product and Nusselt number
results are presented as a function of the channel deviation param-
eter for rectangular and triangular channels for a Gaussian distri-
bution when the number of discrete flow passage sizes range from
2 to 11. When this channel deviation or standard deviation param-
eter is allowed to increase from 0 to 0.25 the effective Nusselt
number decreases by up to 45% for a rectangular channel with an
aspect ratio of 0.125 and by 26% for an aspect ratio of 1.0.

An important question not previously considered by other re-
searchers investigating regenerative air-to-air heat and water va-
por exchange between two air flow streams@10–13# is—what
effect does a variation in pore size have on the performance fac-
tors of a regenerative wheel which transfers both heat and water
vapor between air streams? That is, how will the effectiveness
~sensible, latent, and total! and the pressure drop change between
two wheels differ if one wheel has only one uniform size of pore
for air flow and the other is identical except that there is a random
variation in pore size about the same mean value? This is the
problem to be considered in this paper.

The literature states that variations in flow channel size in heat
exchangers are important and, for steady state operating condi-
tions, indicates just how the pressure drop and Nusselt number
will vary with several sizes and aspect ratios of flow channels.
Now there is a need to investigate the impact that these variations
will have on the performance factors of regenerative wheels
which transfer both heat and water vapor between air streams. The
heat transfer results of Shah and London@9# need to be extended
to the transient boundary conditions of these regenerative wheels
and for a wide range of operating conditions@14# with channel
size and aspect ratio distributions that are completely random as
they are in typical wheels.

2 Problem Formulation and Theoretical Consider-
ations

According to ASHRAE Std. 84-91R@15#, the performance of
an air-to-air heat/energy recovery can be characterized by the ef-
fectiveness for sensible, latent, and total energy as well as pres-
sure drop, crossover, and mass flows. Figure 1 shows a schematic
diagram for an energy wheel with a typical air counter-flow
arrangement and flow property measurement stations for supply
flow inlet ~1! and outlet ~2! and exhaust flow inlet~3! and
outlet ~4!.

In this problem, two nearly identical energy wheels are
considered—one with a uniform pore size and the other with a
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random variation in pore size but with the same total flow area
and exchanger surface area for all the flow channels. These wheels
are considered to be identical in thickness, outer diameter, hub
diameter, and desiccant coating type and thickness but there is a
variation in pore size in one but not the other. The wheel speed
and mass flow rates of air are the same for each.

It is assumed that the shape of the flow channel in each of the
pores is similar for both wheels~i.e., if the pores in the matrix are
parallel surface, hexagon honeycomb, or corrugated in one wheel
then they will have a similar parallel plate, honeycomb, or corru-
gation geometry in the other, etc.!. Generally, the airflow within
the pores of energy wheels is low in Reynolds number~e.g., 300
,Re,1500!, so the flow is laminar. Simonson and Besant@10#
showed that the entrance effects in the flow channels are usually
small, therefore the flow is essentially a fully developed channel
flow. In this study the entrance effects are considered to be negli-
gible so that each channel has only fully developed laminar flow.
Shah and London@16# have compiled an extensive data base for
fully developed laminar flow in channels including parallel plates,
corrugated channels, and polygon channels including equilateral
triangle, square, hexagonal, and circular flow channels. These
channel shapes along with some others have been used in regen-
erative wheels, but most have a corrugated channel shape for des-
iccant coated energy wheels as shown in Fig. 2.

For fully developed flow in a channel with parallel walls it can
be shown that@16#

f 8 Re5
D2

2mV

dp

dx
(1)

is a constant dependent only on the channel geometry. That is, for
flow channels with a geometry variationf 8 Re may take on dif-
ferent values; however, for similar geometry the same constant
applies to each. For example, all circular tubes havef 8 Re516, all
regular hexagonal honeycombs havef 8 Re515.05, and parallel

surfaces havef 8 Re524. For corrugated channels~sine wave
ducts! with a complete range of aspect ratios 0,2b/2a,`,
where 2a is the wave length and 2b is the wave height, the range
of f 8 Re is 9.6, f 8 Re,15.3 @19#. For typical regenerative wheel
pores with an aspect ratio range 0.25,2b/2a,1.5, the range of
f 8 Re is 10.1, f 8 Re,13.0 or a variation of 12.5% about the mean
value of 11.6.

In this study, it will be first assumed that the variation inf 8 Re
from channel to channel in the same wheel can be neglected
which is usually the case for parallel surface, triangular, square,
hexagonal, and circular cylinder pores in regenerative wheels
even though there may be a significant variation in the channel
hydraulic diameter,D. Later, variations inf 8 Re will be included
for typical corrugated flow channels.

Equation~1! is often expressed in the integrated form whenr is
constant for a finite channel length,L, giving the total pressure
drop

Dp52 f 8
L

D
rV2 (2)

where the Reynolds number has been replaced by its definition,
Re5rVD/m.

2.1 Parallel Plates. For a parallel surface regenerative
wheel of thickness,L, with a very large number of flow channels
the pressure drop for each channel is the same while the mean
flow speed,V, changes with the channel hydraulic diameter,D.

If the distribution of flow channel hydraulic diameter is Gauss-
ian as shown in Fig. 3 where the mean hydraulic diameter isD0

Fig. 1 Schematic of airflow for air-to-air heat Õenergy exchang-
ers

Fig. 2 „a… A typical energy wheel with desiccant coating, „b… corrugated channels for the same energy wheel
with flow through each pore

Fig. 3 Number of wheel matrix pores versus pore hydraulic
diameter for a Guassian distribution of diameters
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and its standard deviation iss we can compare the pressure drop
in a wheel with variable pore diameters,Dp, ~i.e., s is finite! to a
wheel with no variation in pore diameters,Dp0 . Assuming the
same mass flow rate for both wheels andf 8 Re5constant, the
ratio of pressure drop for a wheel with pore diameter variations to
one without is given by

Dp

Dp0
5F 1

N (
i 51

N S Di

D0
D 3G21

(3)

The reader is referred to Appendix A for a more detailed deriva-
tion of this equation.

Taking the limit as N→` and integrating Eq.~3! for an
assumed Gaussian distribution of hydraulic diameters gives the
integral

Dp

Dp0
5H 1

A2p
E

2`

` F113tS s

D0
D13t2S s

D0
D 2

1t3S s

D0
D 3Ge2t2/2dtJ 21

(4)

where the nondimensional deviation from the mean hydraulic di-
ameter is

t5
D2D0

s
(5)

Integrating each term in Eq.~4! by parts and noting that

1/A2p*2`
` e2t2/2dt51 results in an explicit equation for the pres-

sure drop ratio as a function of (s/D0). This is

Dp

Dp0
5F113S s

D0
D 2G21

(6)

Equation~6! is plotted in Fig. 4 to clearly illustrate that as (s/D0)
increases this pressure drop ratio decreases such that this ratio
decreases by more than 10% whens/D050.2. In general, for the
same flow rate, a wheel with a uniform pore size will result in the
maximum pressure drop and all others with a variation in pore
size (s/D0.0) will have lower pressure drops. The reader is
referred to Appendix A for a more detailed derivation of Eq.~6!
and a discussion of transient effects.

A lower pressure drop might be considered to be a desirable
design feature for a regenerative wheel if all the other perfor-
mance characteristics remained constant. The most important per-
formance factor for energy wheels is the effectiveness~sensible,
latent, and total! defined in ASHRAE Std 84-1991R@15# as

e5
ṁs~X12X2!

ṁmin~X12X3!
(7)

Generally, each effectiveness decreases with mass flow rate
@14#. Some typical values for effectiveness for an energy wheel
versus mass flow rate are shown in Fig. 5 for the ARI Std 1060
@18# test conditions for rating air-to-air energy exchangers shown
in Table 1. These effectiveness curves illustrate that for these op-

Fig. 4 Pressure drop ratio for parallel surface wheel with ran-
dom variations in pore sizes to one without versus the stan-
dard deviation in pore hydraulic diameters with respect to the
mean value

Fig. 5 Effectiveness versus mass flow rate under the ARI Std 1060 test con-
ditions based on the correlations of Simonson and Besant „see Ref. †17‡… for
a desiccant coated energy wheel for ventilation air heat and moisture ex-
change „wheel width 229.5 mm, wheel diameter 638.5 mm, wheel rotational
speed 27.6 rpm, and silica gel desiccant coating …
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erating conditions and over a significant variation in mass flow
rate, these effectiveness curves have a constant slope,]e/]ṁ. As
an energy wheel is subjected to a wide range of different operating
conditions, Simonson et al.@14# show that this slope may change
because, for some operating conditions with especially low face
mass velocities, the effectiveness may increase for some~e.g.,
sensible effectiveness! and decrease for others~e.g., latent and
total effectiveness!.

For any given operating condition with a specified wheel speed
and inlet air temperatures, humidities, and total mass flow rates
~see Table 1 for typical temperatures and humidities!, the effec-
tiveness~sensible, latent, or total! of the whole wheel is the sum
of the parts

e5
1

Nṁ0
(
i 51

N

e i ṁi (8)

where

ṁ05
1

N ( ṁi , (9)

ṁi5r iViwzi (10)

and it is assumed that for any particular operating condition

e i ṁi5e0ṁ01
]e

]ṁU
ṁ5ṁ0

~ṁi2ṁ0!ṁi (11)

Again it is convenient to consider the ratio of the effectiveness
of a wheel with variations in pore diameter to one without (e0)
and assume that the air density is a constant independent of these
slight changes in operating conditions for each flow channel. The
result when Eqs.~8!, ~9!, ~10!, and~11! are combined, as in Ap-
pendix A, is

e

e0
5

1

N (
i 51

N H 11S ṁ

e0

]e

]ṁD Uṁ5ṁ0F S Dp

Dp0
D 2S Di

D0
D 6

2S Dp

Dp0
D S Di

D0
D 3G J (12)

The discussion in Appendix A points out that the heat and mass
transfer processes are, unlike the mass flow rate, always transient
in regenerative wheels—so there is a more complex relationship
betweene and Nusselt number than is the case for steady state
boundary conditions on each flow channel. As a consequence
(ṁ0 /e0)(]e/]ṁ)uṁ5ṁ0

must be determined by accurate experi-
mental data or validated numerical simulation@17#.

Again assuming that asN→` for a Gaussian distribution this
results in the integral

e

e0
5

1

A2p
E

2`

` H 11]emF S Dp

Dp0
D 2F116tS s

D0
D115t2S s

D0
D 2

120t3S s

D0
D 3

115t4S s

D0
D 4

16t5S s

D0
D 5

1t6S s

D0
D 6G

2S Dp

Dp0
D F113tS s

D0
D13t2S s

D0
D 2

1t3S s

D0
D 3G G J e2t2/2dt

(13)

where (Dp/Dp0) is given as a function of only (s/D0) in Eq. ~6!
and the nondimensional effectiveness sensitivity coefficient is

]em5
ṁ0

e0

]e

]ṁU
ṁ5ṁ0

(14)

is assumed to be a constant for any typical operating condition.
Figure 5 shows that this parameter is about20.3 for all three
effectivenesses for this particular silica gel coated wheel with 0.6
,e,0.8 using the ARI@18# rating conditions. Other wheels,
coated with molecular sieve coatings for example, will have much
lower values for]em . Higher values of]em will occur for special
operating conditions and, in somewhat unusual operating condi-
tions, it can even be positive@14# for the sensible effectiveness.
For counterflow heat exchangers with equal supply and exhaust
mass flow rates, it can be shown that]em5(e21)e/e0 where
~e21! should be determined by direct experimental testing or
analysis using design specifications@14# and e/e0 is found from
this analysis to be a constant. For the energy wheels tested, a
value is found such that 0.87<e/e0<0.99. It is interesting to note
that this relationship will only be altered by a small amount for
typical regenerative heat wheels unless the wheels are rotated
slowly with respect to the air capacity rate@17#.

Integrating each term in Eq.~13! by parts results in an explicit
relationship for (e/e0) as a function of (s/D0) and the parameter
]em :

e

e0
511]emH S Dp

Dp0
D 2F1115S s

D0
D 2

145S s

D0
D 4

115S s

D0
D 6G

2S Dp

Dp0
D F113S s

D0
D 2G J (15)

The effectiveness ratio given by Eq.~15! is plotted in Fig. 6 as
a function of (s/D0) with ]em as a parameter. This figure shows
that for most parallel surface energy wheel operating conditions
with 20.5,]em,20.1 the effectiveness will decrease as (s/D0)
increases.

2.2 Symmetrical Cylinders. In this section, we consider
flow through cylinders or channels in matrices that are symmetric
about a single axis of symmetry along the air flow direction and
have only one characteristic dimension. Examples of such matri-
ces are flow channels with pores that have only equilateral tri-
angle, square, pentagonal, hexagonal, and so on with increasing
number of sides up to perfect circle geometric shapes. For conve-

Table 1 Operating conditions for energy wheel tests, ARI Std 1060-2001

Item

Conditions

Heating Cooling

~1! Entering supply air
(a) Dry bulb temperature 1.761°C ~3561.8°F! 3561°C ~9561.8°F!
(b) Relative humidity 82.5%62% 47.4%62%

~2! Entering exhaust air
(a) Dry bulb temperature 21.161°C ~7061.8°F! 23.961°C ~7561.8°F!
(b) Relative humidity 49.2%62% 51.2%62%
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nience, we refer to this class of pore shapes as symmetrical cyl-
inders. Perhaps the lowest cost shape for a manufacturer to make
in a regenerative wheel matrix using symmetrical cylinders is the
hexagonal~honeycomb! shape because, for a given wall thickness
and pore flow area, it contains the least mass of material in a
wheel.

Similar to the parallel surfaces in regenerative energy wheels,
the manufactured distribution of flow channel hydraulic diameters
of these flow channels is assumed to be Gaussian. Using the mean
hydraulic diameter,D0 , and its standard deviation,s, we can
compare the pressure drop through a wheel with variable pore
diameters,Dp, ~i.e., s is finite! to a wheel with no variation in
pore diameters,Dp0 . Again, assuming thatf 8 Re5constant and
the mass flow rates for both wheels to be equal, the ratio of pres-
sure drop for a wheel with pore diameter variations to one without
results in an equation similar to Eq.~3! ~see Appendix A!

Dp

Dp0
5F 1

N (
i 51

N S Di

D0
D 4G21

(16)

The mass flow rate can be calculated using

ṁi5r iViAi (17)

For pores that are equilateral triangle, square, hexagonal, and
circular shapes, the flow channel flow areas as a function of the
hydraulic diameters are, respectively,

Ai5
3A3

4
Di

2 (18a)

Ai5Di
2 (18b)

Ai5
A3

2
Di

2 (18c)

Ai5
p

4
Di

2 (18d)

For each of these flow channel shapes the correspondingf 8 Re
values in Eq.~1! are, respectively,f 8 Re513.3, 14.2, 15.05, and
16 @19#.

Taking the limit asN→`, defining t as in Eq.~5!, and inte-
grating Eq.~16! for an assumed Gaussian distribution of hydraulic

diameters gives an explicit equation for the pressure drop ratio as
a function of (s/D0), which is similar to Eq.~6!:

Dp

Dp0
5F116S s

D0
D 2

13S s

D0
D 4G21

(19)

This equation, plotted in Fig. 7, shows a greater decrease in
Dp/Dp0 with increasings/D0 than that for the parallel surfaces
in Fig. 4.

The ratio of the effectiveness with variations in pore diameter
~e! to one without (e0) for wheels that have flow pores that are
symmetrical cylinders is determined using Eqs.~8!, ~9!, ~11!, ~17!,
and ~18!, as in Appendix A. This equation is similar to Eq.~12!:

e

e0
5

1

N (
i 51

N H 11S ṁ

e0

]e

]ṁD Uṁ5ṁ0F S Dp

Dp0
D 2S Di

D0
D 8

2S Dp

Dp0
D S Di

D0
D 4G J (20)

Integrating Eq.~20! for a Gaussian distribution of diameters
gives the effectiveness ratio equation similar to Eq.~15!:

e

e0
511]emH S Dp

Dp0
D 2F1128S s

D0
D 2

1210S s

D0
D 4

1420S s

D0
D 6G

2S Dp

Dp0
D F116S s

D0
D 2

13S s

D0
D 4G J (21)

The effectiveness ratio given by Eq.~21! is plotted in Fig. 8 as
a function of (s/D0) with ]em as a parameter. For typical pore
variations in wheels, the (s/D0)8 and higher order terms are neg-
ligible. This figure shows that for most regenerative energy
wheels with20.5,]em,20.1, the effectiveness will decrease
significantly as (s/D0) increases. Comparing Figs. 8 and 6 indi-
cates that the changes ine/e0 with increasings/D0 are greater for
this case than they are for the parallel surfaces.

2.3 Corrugated Pore Matrices. This section for corrugated
pores is similar to the previous sections where pressure drop and
effectiveness ratios were developed for pores with parallel sur-
faces and symmetrical cylinders. This commonly used matrix pore
geometry is shown in Fig. 9. Unlike symmetrical cylinder pore
matrices, corrugated matrices have two characteristic dimensions,

Fig. 6 Ratio of effectiveness for a parallel surface wheel with a random varia-
tion in pore sizes to one without versus standard deviation in pore hydraulic
diameters with respect to the mean value
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the wave amplitude,b, and the wave half width,a. Other cylin-
drical type pore geometries, which have two characteristic dimen-
sions are isosceles triangles, rectangles, and ellipse, are more dif-
ficult to manufacture—so they are not considered in detail. For the
corrugated flow channels, the resulting dimensionless pressure
drop ratio and effectiveness ratio will, therefore, depend on both
the standard deviation of hydraulic diameters divided by the mean
hydraulic diameter (s/D0) and the mean ratio of characteristic
pore dimensions,b/a, called the aspect ratio,h0 . The flow con-
stant, f 8 Re, given by Eq.~1! will differ with variations in the
aspect ratio,h, as well as the hydraulic diameter,D, for corru-
gated matrices. These relationships are expressed explicitly in this
section.

For a corrugated wheel matrix the relationship between average
velocity, Vi , through a pore of hydraulic diameter,Di , we find

that f 8 Re is nearly a constant,K f i , which depends on the aspect
ratio of the pore,h. Thus the average velocity can be written for
fully developed laminar flow as

Vi5
DpDi

2

2mK f iL
(22)

whereK f i (h i) is a friction coefficient which is a different con-
stant for different corrugation aspect ratios as shown in Fig. 10
@16#. The flow area of porei is

Ai5
1

4
Di Pi (23)

where the wetted perimeterPi can be written as

Fig. 7 Pressure drop ratio for a regenerative wheel with a matrix containing
symmetrical cylinder pores with random variations in pore sizes to one with-
out versus the standard deviation in pore hydraulic diameters with respect to
the mean value

Fig. 8 Ratio of effectiveness for a regenerative wheel with a matrix contain-
ing symmetrical cylinder pores with a random variation in pore sizes to one
without versus standard deviation in pore hydraulic diameters with respect to
the mean value
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Pi5KpiDi (24)

whereKpi is a wetted perimeter coefficient that depends on the
aspect ratioh i as shown in Fig. 11.

Again assuming that the pressure drop is the same for each pore
and the mass flow rate is the same for the wheel with variable
pore sizes and the wheel with no variation in pore size, then the
ratio of pressure drop for the wheel with variable pore sizes to the
one without is

Dp

Dp0
5F 1

N (
i 51

N

Ki S Di

D0
D 4G21

(25)

where

Ki5
KpiK f o

K f iKpo
(26)

andK f o5K f i for Di5D0 , Kpo5Kpi for Di5D0 .
DefiningDh i5h i2h0 , Fig. 12 shows howKi varies withDh i

with h0 as a parameter. It is clear from Fig. 12 thatKi51.0 at
Dh i50 and increases dramatically asDh i goes to large negative
values. The dimensionless ratio,Ki , is a function of only the
aspect ratioDh/h0 with h0 as a constant parameter for any par-

Fig. 9 Schematic of a corrugated shaped matrix channel for a
regenerative wheel

Fig. 10 K f versus aspect ratio h for a corrugated channel

Fig. 11 K p versus aspect ratio h for a corrugated channel
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ticular wheel becauseKpi5Pi /Di and bothPi /2ai and 2ai /Di are
only functions ofh i . Figure 13 shows the variation ofDi /2ai with
h i @16#. A polynomial can be used to relateKi to Dh i /h0 with h0
as a parameter in an equation of the functional form

Ki5Ki S Dh i

h0
,h0D (27)

where for any particular wheelh0 is a constant.
When the range ofh i is not too large and 2a is nearly constant

as it is with typical wheels, we can assume a linear relationship
between the aspect ratio and the dimensionless hydraulic diameter
ratio (Di /D0), as implied in Fig. 13. For 2a5constant, this gives

h i

h0
215a0

s

D0
t i (28)

wherea0 is sensitivity coefficient for aspect ratio as a function of
hydraulic diameter and it is a constant for any wheel. It is evalu-
ated from the equation

a05
1

h0
F ]h

]~D/2a!G
h i5h0

S D0

2aD (29)

Finally, when Eq.~28! is substituted into the functional Eq.
~27!, we get

Ki511(
j 51

4

b j S s

D0
t i D j

(30)

where b j are assumed to be constants that depend only on the
mean value of the aspect ratioh0 as presented in Table 2. The
values ofb j , which are developed by curve fitting, are selected
from this table for a known average aspect ratioh0 .

When Eq.~30! is substituted into Eq.~25! for the ratio of pres-
sure drop and integrated for a Gaussian distribution of diameters
in the same manner as Eq.~4!, we get an equation with the first
three terms the same as Eq.~19! for matrices containing sym-

Fig. 12 K versus DhÕh0 for a corrugated pore geometry with h0 as a parameter

Fig. 13 DÕ2a versus aspect ratio h for a corrugated channel
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metrical cylinders and three more terms which modify the sym-
metrical cylinder result for the corrugated pore geometry

Dp

Dp0
5F116S s

D0
D 2

13S s

D0
D 4

1~4b11b2!S s

D0
D 2

1~12b1118b2112b313b4!S s

D0
D 4

1~15b2160b3190b4!S s

D0
D 6G21

(31)

where the terms (s/D0)8 and higher have been deleted because
they are not significant for typical aspect ratio variations in
wheels. For the case ofKi51.0, Eq.~31! is the same as Eq.~19!
~i.e., the same curve as Fig. 7!. Figure 14 graphically presents the
results of Eq.~31! for h050.2, 0.5, 1.0, and 1.5. This result im-
plies a negligible correction of (Dp/Dp0) for s/D0,0.05; how-
ever, ash0 takes different values, the pressure ratio increases
relative to the case ofK51.0 for small values ofh0 ~i.e., h0
,1) and decreases forh0>1. This finding needs some explana-
tion because it may suggest that the aspect ratioh0 should be
selected to be as small as possible. Small aspect ratio matrices
appear more convenient to manufacture because they have small
wave amplitudes for a given wave length. Nonetheless, control-
ling the variation in relative wave amplitude in a manufacturing
process appears to be more problematic than controlling the wave
length. Thus small amplitude corrugation pores may tend to give
rise to a greater range of variations in relative amplitudes in a
manufacturing process. This can then result in a large standard
deviation in the hydraulic diameters. In any case, the value ofh0
should not be selected based on pressure ratio alone for regenera-
tive wheels because the effectiveness is usually much more
important.

Corresponding to the effectiveness ratio for symmetrical cylin-
ders derived from Eq.~20! to get Eq.~21!, the effectiveness ratio
of a corrugated wheel matrix is

e

e0
511]emH S Dp

Dp0
D 2F11B2,2S s

D0
D 2

1B2,4S s

D0
D 4

1B2,6S s

D0
D 6G

2S Dp

Dp0
D F11B1,2S s

D0
D 2

1B1,4S s

D0
D 4

1B1,6S s

D0
D 6G J (32)

where the term of order (s/D0)8 and higher are dropped because
they are negligible~see Appendix A for more discussion and de-
tails!. The coefficientsBi j are explicitly given in Appendix B. It is
recommended that this series expansion of (e/e0) as a function of
(s/D0) for a corrugated flow channel should not be used for high
values of (s/D0), i.e., the recommended range iss/D0<0.15 but
the errors will be negligible or small even ats/D050.2.

The curves in Fig. 15 are presented using Eq.~32! for h0
51.0. For greater clarity of these lines and for other values ofh0 ,
Fig. 16 shows this result for only]em520.3. Other values of]em
have the same sequence of curves for each value of the mean
aspect ratio,h0 .

Figure 16 shows that the effectiveness is significantly improved
compared toKi51.0 for 0.2<h0<1.5 for the same standard de-
viation ratio except for the case ofh0>1.0 where the difference
between curve forKi51.0 andh051.0 is very small fors/D0
,0.075. This result, plotted in Figs. 15 and 16, suggests that a
wheel designer should selecth0 to be small, but it is likely to be
just the reverse. Controlling the relative size of the standard de-
viation in hydraulic diameters is much more important than the
decision about the aspect ratio. Using Eq.~28! it can be shown
that if the aspect ratio is known to have a typical standard devia-
tion then the standard deviation of the hydraulic diameters will be
inversely proportional to the sensitivity coefficient for aspect ra-
tio, a0 . Table 2 shows thata0 increases significantly with increas-
ing h0 .

3 Measurement of Flow Channel Pore Size Variations
An optical magnifying system can be used to directly measure

the apparent variations in pore geometry for a regenerative wheel
exchanger as shown in Fig. 17. This system requires a parallel
light source, an optical magnifying system, and a screen and mi-
crometer from which size variations can be accurately measured.
The only hypothesis implied when this method is used is that the

Table 2 For corrugated flow channels with selected values of
h0 corresponding values of b j „ jÄ1, 2, 3, and 4 … and a0

h0 a0 b1 b2 b3 b4

0.2 1.130 20.8192 0.7431 23.1253 4.200
0.5 1.421 20.6532 0.9470 24.8442 8.114
1.0 2.184 20.0734 1.3341 211.127 28.787
1.5 3.145 0.7540 1.6455 220.016 84.966

Fig. 14 Modified pressure drop ratio for a corrugated matrix energy wheel
versus standard deviation divided by mean value of hydraulic diameter
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walls of flow channels or pores are parallel to the light source.
This optical method permits the direct evaluation of this hypoth-
esis once the wall thicknesses of the flow channels are accurately
known by independent micrometer measurements of the wall
thickness and when the distance between many flow channels can
be accurately measured~e.g., 20–50 flow channels!. The method
also permits the measurement of the apparent wall thickness of
each flow channel.

These channel wall thicknesses should be consistent with any
direct micrometer measurement of thicknesses. Apparent thick-
ness deviations in the wall thickness which are larger than the
expected values may be due to obstructions in the flow channels
caused by extra thick pore walls or slight deviations in the pore
wall angles with respect to the light beam. Of course, if angle
deviations occur for one pore wall, they should be similar for
adjacent pore walls. When the apparent wall thicknesses differed
from the micrometer data, corrections were made to the data for
wall thickness. Because the bias errors were small and the mea-

sured distances were all differences between two points only the
precision uncertainty is significant for the combined optical-
micrometer data.

Four different energy wheel matrices were investigated to illus-
trate the method of testing and analysis—one with parallel chan-
nel surfaces, one with honeycomb pores, and two with corrugated
pores. These wheels were selected for their different flow channel
or pore shapes and materials of construction and are not expected
to be representative of a particular manufacturing method. Typical
optical images are shown in Fig. 18 for each matrix. The overall
geometric properties of these wheels are presented in Table 3. The
optical magnification was 203 and the uncertainties for the mi-
crometer and optical-micrometer system are presented in Table 4.

Sixty measurement positionsP(r i ,u j ) on each wheel were se-
lected from a random set of coordinate numbersr i , and u j as
shown in Fig. 19.

A chi squared analysis of each of these characteristic dimension
distributions for each wheel show that they are all random or

Fig. 15 Modified effectiveness ratio for a corrugated matrix energy wheel
versus standard deviation divided by mean value of hydraulic diameter

Fig. 16 Modified effectiveness ratio for a corrugated matrix energy wheel
versus standard deviation divided by mean value of hydraulic diameter
­emÄÀ0.3
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Gaussian for the 60 random positions selected for each wheel
@20#. That is, x2<6 for each wheel. Figure 20 shows the chi
squared analysis of the characteristic dimension distributions of
the four wheels where the bars give the data and the lines give the
Gaussian distribution. For the corrugated wheels, the variation in
the wave length, 2a, was always small, so the prime reason for
variation in the hydraulic diameter,D, is due to variations in the
wave amplitude,b, as shown in Fig. 20.

A summary of the optical-micrometer results for the ratio of
standard deviation in pore hydraulic diameter to mean hydraulic
diameter and the estimated uncertainty is presented in Table 5.
The results, summarized in Table 5, illustrate that variations in
optical-micrometer determined pore size standard deviation are
significant for each wheel but are especially large for the wheel
with parallel surface flow channels.

Using the methods and results of this paper,s/D0 can be used
to calculate the effectiveness ratio,e/e0 . Such results could be
used by manufacturers to trade-off the flow channel quality con-
trol geometry specifications and costs relative to the expected ac-
ceptable performance degradation in effectiveness.

4 Conclusions
It has been shown that variations in pore sizes appear to be

inevitable in the manufacture of regenerative wheels. This work
will permit the manufacturer and the user of regenerative wheels
to quantitatively determine how these variations impact the
performance.

It is concluded from this theoretical development and the result-
ing simple algebraic expressions for pressure drop ratio and effec-
tiveness ratios and corresponding graphs of performance for re-
generative wheels that:

1. Large random variations in flow channel pore diameters in
the matrix of regenerative wheels will significantly alter the
pressure drop and effectiveness performance factors for a
wheel compared to an identical wheel with no pore size
variation.

2. For regenerative wheels with only one characteristic pore
size dimension~e.g., parallel surfaces and symmetrical cyl-
inders!, the performance factors, such as pressure drop ratio
(Dp/Dp0) or effectiveness ratio (e/e0), usually decrease

with increasing ratio of flow channel pore standard deviation
to mean pore hydraulic diameter and simple algebraic ex-
pressions or graphs can be used to predict these ratios.

3. For regenerative wheels with two characteristic flow channel
pore size dimensions~e.g., corrugated cylindrical pores! the

Fig. 17 A schematic of the optical system used to measure
pore geometries

Fig. 18 Photos of the matrices for four different energy wheels

Table 3 Geometric properties for different regenerative
wheels

Energy
wheel

Pore
material Pore shape

Hub
diameter

~mm!

Wheel
thickness

~mm!

Wheel
diameter

~mm!

1 Plastic Parallel 13060.5 3860.1 75060.5
2 Paper Honeycomb 5560.5 10160.5 50860.5
3 Aluminum Corrugated 8060.5 9960.5 50860.5
4 Paper Corrugated 10460.5 10160.5 50860.5

Table 4 Bias and precision uncertainties for the micrometer
and optical measurement system

Bias uncertainty
~mm!

Precision uncertainty
~mm!

Micrometer 60.001 60.001
Optical system 60.002 60.002
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performance ratios (Dp/Dp0) and (e/e0) depend on a mean
pore geometry aspect ratio as well as the standard deviation
ratio for hydraulic diameter and simple algebraic equations
or graphs can be used to predict these ratios.

In the experimental study of four regenerative wheels the ran-
dom variation in flow channel pore sizes and the ratio of the
standard deviation of hydraulic diameter to mean hydraulic diam-
eter for each wheel matrix allowed the calculation of the pressure
drop (Dp/Dp0) and effectiveness (e/e0) ratios for these wheels.
These are shown in Table 6.

The value of (12e/e0) represents the lost fraction of recovered
energy rate for any device operating at full capacity. This lost
energy rate when integrated over a year will give an annual energy
cost which can then be traded off with the cost of better quality
control in the manufacture of regenerative wheels for recovering
heat and moisture.

These experimental results, presented to illustrate the method to
determines/D0 , show small but significant effects forDp/Dp0
and e/e0 for each wheel and point to opportunities to increase
energy recovery cost effectively.

All results presented in graphical form are restricted to a range
of standard deviation to mean hydraulic diameter. Extrapolation of
these curves is not advised.

Fig. 19 A schematic diagram showing the optical measure po-
sition Pij on an energy wheel face

Fig. 20 A chi squared analysis of the characteristic dimension distributions of the four wheels; „a…
parallel surface wheel „DÕ2…, „b… hexagonal honeycomb wheel „D…, „c… corrugated aluminum wheel „2b …,
and „d… corrugated paper wheel „2b … each compared with a Gaussian distribution line

Table 5 Comparison of the optical-micrometer results for four
energy wheels

Wheel matrix (s/D0) optical

Parallel surface 23.4%63.0%
Honeycomb 7.6%61.0%
Aluminum corrugated 6.4%63.0%
Paper corrugated 11.8%64.2%
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Nomenclature

A 5 cross-sectional flow area of a pore channel, m2

a 5 one half corrugated pore wave length, m
b 5 corrugated pore wave amplitude, m
D 5 hydraulic diameter of a pore channel in a wheel, m

D0 5 mean hydraulic diameter of all the pore channels in a
wheel, m

f 8 5 channel averaged skin friction factor~Fanning fric-
tion factor!, dimensionless

h 5 enthalpy of a unit mass of dry air, J/kg
K 5 dimensionless constant, defined by Eq.~27! and illus-

trated in Fig. 12
K f 5 dimensionless constant, defined by Eq.~22! and illus-

trated in Fig. 10
Kp 5 dimensionless constant, defined by Eq.~24! and illus-

trated in Fig. 11
L 5 thickness of a regenerative wheel, m
ṁ 5 mass flow rate of dry air in an air stream, kg/s
N 5 number of flow channels in a regenerative wheel
P 5 wetted perimeter of a pore channel, m

Dp 5 pressure drop across a regenerative wheel with non-
uniform pores, Pa

Dp0 5 pressure drop across a regenerative wheel with uni-
form pores, Pa

dp/dx 5 pressure gradient, Pa/m
Re 5 Reynolds number,rVD/m, dimensionless
T 5 dry bulb temperature, K or °C
V 5 mean flow velocity, m/s
W 5 humidity ratio ~mass of water vapor per mass of dry

air!, kgw /kga
w 5 width of flow channel for parallel plates forz/w→0,

m
x 5 dimension along flow direction, m
z 5 height of flow channel for parallel plates, m

a0 5 dimensionless constant, defined by Eq.~29! and pre-
sented in Table 2

b j 5 dimensionless constants, defined by Eq.~30! and pre-
sented in Table 2

e 5 effectiveness of regenerative wheel with non-uniform
pores, dimensionless

e0 5 effectiveness of regenerative wheel with uniform
pores, dimensionless

]em 5 dimensionless ratio of effectiveness change as a func-
tion of mass flow rate, defined in Eq.~14!

h 5 aspect ratio, 2b/2a, dimensionless
m 5 viscosity, Pa s
r 5 density of air, kg/m3

s 5 standard deviation of hydraulic diameters, m

Subscripts

e 5 exhaust air stream
i 5 pore channel

m 5 related to mass flow rate

min 5 minimum value of supply or exhaust flow
s 5 supply air stream
0 5 mean value for all pore channels
1 5 supply air inlet
2 5 supply air outlet
3 5 exhaust air inlet
4 5 exhaust air outlet

Appendix A: Development of Eqs.„3…, „16…, „12…, „20…,
and „32…

1 Development of Eqs.„3… and „16…. Due to the rotation of
the wheel, the flow in the channels of a regenerative wheel typi-
cally reverses direction every few seconds~e.g., 1–5 s!. This re-
sults in a quasisteady viscous flow field for all but the flow direc-
tion switch from the supply to the exhaust and vice versa.

Substituting the continuity Eq.~10!

ṁi5r iViAi (A1)

into Eq. ~2! written in the form

Dpi52 f 8
L

Di
r iVi

2 (A2)

gives

Dpi5Ci

ṁi

wDi
3

(A3a)

Dpi5Ci

ṁi

Di
4

(A3b)

for parallel plates and symmetrical cylinders, respectively,

where Ci5 f 8 Re
8mL

pr i
(A4)

is a constant,C, when the changes inr i are negligible with respect
to r0 . For ventilation air-to-air applications this assumption will
cause a negligible error but for gas turbine applications with a
large temperature difference between inlet air temperatures this
assumption may cause some error. Thef 8 Re correlation for lami-
nar flow in the flow channels applies because the viscous flow
field sets up and becomes fully developed in about 1% or less of
the flow time duration for each half cycle.

The corresponding pressure drops to Eqs.~A3! and ~A4! for
wheels with equal total mass flow rateNṁ0 for parallel surfaces
and symmetrical cylinders are, respectively,

Dp05C
ṁ0

wD0
3

(A5a)

Dp05C
ṁ0

D0
4

(A5b)

Combining Eqs.~A3a! and~A5a! and~A3b! and~A5b! for par-
allel surfaces and symmetrical cylinders gives

Dpi

Dp0
5

ṁi

ṁ0
S Di

D0
D 23

(A6a)

Dpi

Dp0
5

ṁi

ṁ0
S Di

D0
D 24

(A6b)

and noting that

Nṁ05(
i 51

N

ṁi (A7)

which is the total mass flow rate. When we use the fact that
pressure drop through each flow channel is the same as the others
in the same wheel we get for the two types of pores

Table 6 Optical-micrometer system determined pressure drop
„Dp ÕDp 0… and effectiveness „eÕe0… ratios for ­emÄÀ0.3

Wheel matrix Dp/Dp0 (%) e/e0 (%)

Parallel surface 85.8 86.5
Honeycomb 96.7 97.3
Aluminum corrugated 98.2 98.6
Paper corrugated 94.5 95.6
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Dp

Dp0
S ṁ0

ṁi
D5S Di

D0
D 23

(A8a)

Dp

Dp0
S ṁ0

ṁi
D5S Di

D0
D 24

(A8b)

Now summing both sides over allN flow channels in the wheel
gives

Dp

Dp0
5F 1

N (
i 51

N S Di

D0
D 3G21

(A9a)

Dp

Dp0
5F 1

N (
i 51

N S Di

D0
D 4G21

(A9b)

for the parallel surface and symmetrical cylinder pores respec-
tively. These are Eqs.~3! and ~16!.

2 Development of Eqs.„12… and „20…. The heat and mass
transfer fields inside each channel are transient during the entire
half cycle when another flow direction reversal occurs for another
transient heat and mass transfer process. This transient heat and
mass transfer in each flow channel air over each entire half cycle
is coupled to the solid matrix of the wheel undergoing a transient
process of heat and mass transfer. TheNu correlations for steady
state heat~or mass! transfer or for even transient fixed constant
isothermal or heat flux wall boundary conditions and uniform ini-
tial condition~i.e., f 8 Re5constant) do not apply. In general, these
complex transient heat and mass transfer processes are coupled in
a relationship that has only been solved numerically@10#. Using
such a fully validated simulation, one can then predict effective-
ness as a complex function of seven independent non-dimensional
parameters plus inlet conditions@17#.

The following equation is the Eq.~8! in the paper

e5
1

Nṁ0
(
i 51

N

e i ṁi (A10)

Using Eqs.~A1! and ~A7! and assuming that for any particular
operating Eq.~11! in the paper is

e i ṁi5e0ṁ01
]e

]ṁU
ṁ5ṁ0

~ṁi2ṁ0!ṁi (A11)

Substituting Eq.~A11! into Eq. ~A10!, we get

e5e01
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]e

]ṁU
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i 51
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or

e
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N (
i 51

N F S ṁi

ṁ0
D 2

2S ṁi

ṁ0
D G (A13)

For each flow channel,i, the pressure drop can be calculated for
the parallel surface and symmetrical cylinder matrix pores using
Eqs.~A3a! and~A3b!. Substituting Eqs.~A6a! and~A6b! into Eq.
~A13! gives forDpi /Dp05Dp/Dp0 :

e

e0
5

1

N (
i 51

N H 11S ṁ
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These are the Eqs.~12! and~20! for the parallel surface and sym-
metrical cylinder pore wheels.

3 Development of Eq.„32…. For the case of corrugated flow
channels, the value ofCi in Eqs.~A3a! and ~A3b! is no longer a
constant if variations in the hydraulic diameter occur.

In this case
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D (A15)

Now it will be shown that the term, (Ci /C0), when averaged
for a Gaussian distribution of pore diameters, will be very close to
1.0. To do this we expand (Ci /C0) in the form:
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whereK f(h) is shown in Fig. 10 and whereK f o8 5dKf /dhuh5h0

andK f o9 5d2K f /dh2uh5h0
. Values ofK f o9 are determined by curve

fitting K f as a polynomial inh over each range ofh to get a fit
with 0.999,r 2,1.001.

An order of magnitude analysis of these terms in Eq.~A16! can
be done using the same method of analysis that used to obtain
explicit equations for (Dp/Dp0) and (e/e0) in Eqs.~6!, ~19!, ~15!,
and ~21!. That is, the average value of (Ci /C0), for a Gaussian
distribution of pore sizes is
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Integration gives
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Values ofC/C0 are presented in Table A1 later.
It is evident from these results for 0.2<h0<1.5 and 0.1

<s/D0<1.5 thatC/C0 in Eq. ~A15! would differ from 1.0 by no
more than 1.7% forh051.5 ands/D050.15. However, for the
wheels optically investigated this difference is equal to or less

Table A1 Values of C ÕC0 as a function of h0 and sÕD0 for a corrugated wheel

*This value corresponds to the case of the corrugated paper wheel withh050.315,a051.225, ands/D050.120.
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than 0.05%. Such small corrections could not be seen on the
graphical results and they are much smaller than the uncertainty in
determining the experimental value ofs/D0 .

It was concluded from this analysis that Eq.~20! can be used
with no significant error for both the corrugated and symmetrical
cylinder matrices. Using Eq.~20! for corrugated pores finally
gives Eq.~32! as explained in Sec. 2.3.

Appendix B: Determination of the Coefficients for the
Calculation of the Effectiveness Ratio for Corrugated
Energy Wheels

The effectiveness ratio for corrugated energy wheels can be
calculated using Eq.~32!:
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where
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Investigation of Brush Seal Flow
Characteristics Using Bulk Porous
Medium Approach
The flow behavior through a brush seal has been investigated by developing a flow
analysis procedure with a porous medium approach. In order to increase the brush seal
performance and use at more severe operating conditions, the complex flow in the bristle
pack has become the major concern affecting seal features such as blow-down, hang-up,
hysteresis, and bristle flutter. In this study, an axisymmetric CFD model is employed to
calibrate anisotropic permeability coefficients for the bristle pack based on available
experimental data: leakage, axial pressure on the rotor surface, and radial pressure on
the backing plate. A simplified form of the force balance equation is introduced for the
flow in the porous bristle pack. Different sets of permeability coefficients are defined for
the fence height region below the seal backing plate and the upper region of the seal to
correlate the different physical structures and behavior of these regions during operation.
The upper region is subject to more stiffening due to backing plate support while the fence
height region is free to spread and bend in the axial direction. It is found that flow
resistance for the upper region should be 20% higher than the fence height region in
order to match the experimental pressure within the bristle pack. Analysis results prove
that the brush seal is well represented as a porous medium with this approach. Based on
the model developed, characteristic flow and pressure fields in the entire bristle pack have
been explored.@DOI: 10.1115/1.1808425#

Introduction
A brush seal is a circular seal used for fluid sealing in rotating

machinery especially in gas turbines between rotating and station-
ary parts. It is made of three main components: bristle pack, front
plate, and backing plate~Fig. 1!. The bristle pack containing
flexible-fine wires is clamped at a lay angle between front and
backing plates and circumferentially welded at the outer periph-
ery. The seal is mounted to the stator over the rotor surface be-
tween two cavities to prevent leakage flow from the high to low
pressure side. The backing plate supports the bristle pack to carry
the pressure load and prevents the small diameter bristles from
blowing outwards. It is convenient to divide the bristle pack into
two regions: the fence height and the upper portion. The radial
height between bristle tips and backing plate inner diameter is
called the fence height. The rest of bristle height out to the bristle
pinch point is called the upper region. The total bristle height is
the bristle free height.

Brush seals have been successfully applied in rotating machin-
ery since the 1980s. Ferguson and Gorelev et al.@1,2# first re-
ported the better sealing performance of brush seals compared to
labyrinth seals. Brush and labyrinth seals were tested at the same
operating conditions and brush seals were found to leak consider-
ably less~ranging from 3 to 20 times! than labyrinth seals@1–7#.
In addition to significant leakage reduction, the flexible brush
seals maintain stable leakage performance for longer service while
labyrinth seals suffer permanent performance degradation due to
transient rotor excursions.

One of the main advantages of a brush seal arises from the
achieved minimum clearance between the rotor surface and bristle
tips. The brush seal ring fits on the rotor surface with a very small
clearance mostly in interference; therefore it is referred as the

contact seal. The only flow path for a line-to-line or interference
position is the flow path through randomly formed voids among
bristles in the fence height region.

Another characteristic advantage of a brush seal is a result of
the lay angle of bristles in the direction of rotor rotation. The
flexible bristle bundle tolerates rotor excursions due to operation
conditions, such as vibration, centrifugal and thermal growth, with
less wear compared to other sealing applications. The flexible
bristles also close the clearance as they wear out or after transient
rotor excursion by changing their lay angle due to inward radial
flow in the bristle pack from the radial pressure gradient. This
dynamic behavior of a brush seal, called as blow-down, makes the
brush seal dynamic and maintains a minimum leakage perfor-
mance. On the contrary, once a labyrinth seal is worn by rotor
excursion, it is not possible to close the clearance.

The behavior of bristle pack under pressure load characterizes
the performance of the brush seal, which is mainly in terms of
leakage and life. Both performance criteria depend on the clear-
ance between bristle tips and rotor surface. These two criteria
contradict each other. The decreasing clearance, beyond a line-to-
line position, minimizes the leakage while shortening the seal life
as a result of increasing wear between bristle tips and the rotor
surface.

The dynamic sealing performance of brush seals has led to
extensive studies to explain the seal behavior and to widen the
limits of operating conditions for more severe environments such
as higher pressure load, surface speed, temperature, and rotor ex-
cursion. A comprehensive brush seal bibliography is given in the
literature @6#. There are many involved parameters in a robust
brush seal design, as addressed by Dinc et al.@7#, and a design
procedure has been developed. Extensive experimental data has
been reported in the literature@1–7#. Using theoretical knowledge
and experimental data, structural and flow models have been de-
veloped over the years to increase the seal performance. Flow
analysis of the brush seal, which is of interest in this study, has
become one of the major steps in the seal design.

The flow and pressure fields in close vicinity of the bristle pack
and within the bristle matrix affect the seal dynamics and perfor-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
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mance. In their multiple brush seals tests, O’Neill et al.@8# re-
ported bristle instability caused by the momentum of the leakage
flow hitting the bristle pack. The bristle pack forms a complex
porous structure blocking the flow path. As the flow diffuses into
voids among bristles, the bristles move depending on balance of
elastic forces, aerodynamic forces and frictional forces among
bristles, and between the bristles and backing plate. There are two
main issues arising from the balance of these forces. One is that
the bristles get tighter as pressure load pushes them against the
backing plate while the inward radial flow pulls them to change
the lay angle towards the rotor surface, i.e., blow-down. Blow-
down tends to close the clearance with the rotor surface, yet it
increases the bristle tip wear for excessive pull down, interfer-
ence. The other issue is the bristle stiffening effects when the
aerodynamic forces cannot overcome the internal friction within
the bristle pack. This is called bristle hang-up. After transient rotor
excursions or bristle wear, the clearance should close to maintain
the minimum leakage. There is also a hysteresis issue for increas-
ing versus decreasing pressure loading during operation. In addi-
tion to effects of the force balance, the flow attack angle and
aerodynamic forces on the upstream face bring into consideration
bristle flutter that causes fatigue failure.

The flow within the bristle pack is the driving mechanism of the
seal dynamics; therefore, a clear flow representation has become
an unavoidable need in design stages. In order to control the dy-
namic behaviors affecting seal performance, and to develop cer-
tain design tools, the porous medium approach has been success-
fully used for the flow modeling in the bristle pack. Many flow
models have been developed using different approaches to esti-
mate leakage and pressure load. It would be appropriate to cat-
egorize the flow modeling studies for the bristle pack into three
groups, cross flow analysis through voids among bristles, bulk
flow models, and porous medium models. The latter model is the
one of interest in this study.

Cross Flow Through Bristles. The first category for flow
analysis of brush seals is to analyze the flow through voids among
bristles. The bristles under pressure load compact and form a com-
plex structure. It is a challenge to estimate the flow paths among
randomly distributed bristles as they dynamically move, bend,
flex, and twist during operation. Flow visualization studies show
that there is no uniformity of flow paths among bristles@9–12#.
Bristles closely touch, at some points fully closing the flow path
while there might be a through opening at other circumferential
sections. Nonuniform fabrication of bristle pack is the source of
these flow paths in addition to dynamic loading effects. It is ob-
served that the void formation is totally spatial and temporal.

Many flow patterns, rivering, jetting, lateral, and vorticial, may
form among bristles. Axial pressure distribution over bristle pack
is also measured as almost linear in the flow visualization studies.

However, the flow analysis through a uniformly positioned col-
umn of bristles gives the insight for flow and pressure fields in the
bristle pack only in the axial direction. This flow type is very
common, especially for heat exchangers and filters, therefore,
large numbers of published works are available in the open litera-
ture. Staggered and in-line positions of cylindrical bristles are two
types of common configurations studied for brush seal. Mullen
et al. @13# used in-line position, while Braun and Kudriavtsev
@14–16# solved Navier–Stokes equations for flow among a set of
staggered multi-row and multi-column cylinders by applying a
finite difference method, and compared the flow field with experi-
ments. Sharatchandra and Rhode@17# included the effect of rotor
rotation into their numerical analysis and reported the leakage
reduction due to rotation for staggered configuration. Demiroglu
et al.@18# also used the staggered configuration and estimated the
linear axial pressure distribution and leakage rate.

In addition to observing flow patterns, these analyses estimated
leakage and pressure drop through the packing thickness. All of
these analyses are two-dimensional neglecting the radial direction
that is the most important direction for seal dynamics issues:
blow-down, hang-up, hysteresis, flutter, etc.

Bulk Flow Models. In the second category, semi-empirical
relations are developed based on flow-driven nondimensional pa-
rameters and geometrical configurations. These relations are suc-
cessfully applied to many experimental cases. The definitions of
flow-driven parameters are based on analysis results of cross flow
through bristles.

One of the first proposed bulk flow models@19–22# uses the
friction factor for cross flow in packed fibers@23#. These bulk
flow models captured the experimental leakage trend as a function
of pressure load.

Another leakage flow model was proposed by Chupp et al.
@24#. In addition to the effective brush thickness, which is defined
as a measure of the compactness of the bristle pack, the pressure
drop in flow across staggered tube bundles@25# was applied in the
model. A brush seal flow parameter was used to plot the results.
Holle et al.@26# revised the model by assuming the bristle distri-
bution to have hexagonal packing. They pointed out that the use
of a single parameter of effective thickness in the flow model is
adequate for a bulk flow model. Dowler et al.@27# extended this
model to different brush seal sizes. Chupp and Holle@28# used the
flow through randomly distributed bristles@29# in their effective-
thickness bulk flow model.

Overall, bulk flow models only estimate the leakage mainly as
a function of seal geometry and operation parameters, and are
useful for the initial design iteration.

Porous Medium Models. The third category in brush seal
flow analysis is to treat the entire bristle pack as a single porous
medium with defined resistances to flow. The porous medium ap-
proach is basically solving the Navier–Stokes equation with the
additional flow resistances due to friction between flow and
bristles. For the highly resistive porous media, this equation is
simplified by neglecting the inertial and viscous terms, which
yields a balance equation between pressure gradient and flow re-
sistance terms. This approach has been successfully applied for
brush seals.

Apart from the first two flow modeling approaches discussed
above, the porous flow model calculates the pressure distribution
in the bristle pack in addition to leakage and axial pressure esti-
mations. This pressure distribution can be used in structural mod-
els as aerodynamic forces acting on the bristles for seal dynamics
issues. The flow field in the entire brush seal regions is also visu-
alized in the porous medium model.

The first leading study on porous medium modeling of brush
seals was presented by Bayley and Long@30#. The boundary-layer

Fig. 1 Brush seal geometry and boundary conditions
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equations in the bristle pack were simplified by neglecting the
inertial terms that yielded a balance equation between pressure
and viscous forces. The resulting linear Darcian porous medium
equation was numerically solved by describing the overall poros-
ity of the bristle pack and yielded the pressure distribution in the
bristle pack. Valuable experimental work was carried out for 0.25
mm radial interference, and axial pressure on rotor surface and
radial pressure on backing plate surface as well as leakage esti-
mate were reported. Their results have widely been referenced in
many studies including this one.

Hendricks et al.@31# predicted brush seal leakage using Ergun’s
porous flow model@32#, which is a non-Darcian transport equa-
tion for porous media, with modifications for brush seals. Carlile
et al.’s experimental data@5# were compared with the model.

Then, there have been increasing numbers of studies on flow
modeling of brush seal as a porous medium. Chew and Hogg@33#
presented a one-dimensional porosity model for the brush seal. A
simplified balance equation between pressure gradient and flow
resistance terms was solved. Leakage data from different literature
were compared, and the extension of their one-dimensional model
into two dimensions was discussed.

A two-dimensional porous medium approach for bristle pack
was further studied by Chew et al.@34#. They treated the bristle
pack as an axisymmetric and anisotropic porous region with non-
linear flow resistance coefficients. The full Navier–Stokes equa-
tions were solved with added resistance forces for the bristle pack.
Both viscous and inertial forces were included in the resistance
term. The direction of resistance coefficients was defined on a
local coordinate system aligned with the bristle lay-angle. The
correlation agreed with Bayley and Long’s@30# experiments with
some overestimations for pressure on the backing plate. This po-
rous medium approach became the originating study for follow on
studies@35–37#.

Turner et al.@35# extended Bayley and Long’s@30# experiments
to investigate the effect of clearance. They employed Chew
et al.’s @34# CFD model with adjusted resistance coefficients for
clearance cases. The mesh density in these CFD models@34,35#
was relatively coarse to capture the flow details, and the mesh
independent solution was not strongly stated.

Chen et al.@36# iteratively coupled a CFD model@34# with a
structural model for the first time. They calculated torque as a
function of rotor speed. They defined two different sets of resis-
tance coefficients depending on the level of pressure ratio to
match the experiments. They pointed out that the bristles were
more closely packed at higher pressure ratios. Consequently,
higher flow resistance coefficients were prescribed to match the
experimental leakage.

Chen et al.@37# carried out an experimental and numerical
study on a five-times large-scale brush seal with geometrical and
physical similarities. The large-scale model enabled measurement
of the pressure distribution within the bristle pack using hollow
bristles. They measured the pressure on the backing plate and at
the bristle tips using pressure tappings. Their CFD model is based
on Chew et al.’s@34# approach. They divided the bristle pack into
several regions to match the linear axial pressure distribution on
rotor surface over bristle pack thickness for their large-scale brush
seal model.

In the present study, a CFD analysis has been carried out to
determine an outline for calibrating the anisotropic permeability
coefficients for the porous bristle pack using available experimen-
tal data and the flow behavior of a brush seal. Three different
experimental criteria have been employed in determining the per-
meability coefficients: leakage, axial pressure distribution on rotor
surface, and radial pressure distribution on backing plate. In order
to match these experimental data, it has been concluded that
bristle pack is well represented by two distinct regions of perme-
ability coefficients. These regions are the fence height region and
the upper region that have different structural behavior during
operation. The details of mathematical modeling and permeability

calibration are explained below. Based on the calibrated resis-
tances, flow characteristics in bristle pack are investigated and
some explored observations are discussed.

Mathematical Formulation
A brush seal is located on the rotor between upstream and

downstream cavities as seen in Fig. 1. The up/downstream cavities
are extended in the axial direction to ensure the fully developed
flow conditions approaching and leaving the seal. The analysis
geometry consists of two regions: the cavities~up/downstream!
and the bristle pack. The Navier–Stokes equations for a Newton-
ian fluid defining the steady state mass and momentum transfer in
the entire analysis region except bristle pack are written below in
Cartesian tensor notations:

]rui

]xi
50 (1)

uj

]rui

]xj
52

]P

]xi
1m

]2ui

]xj]xj
(2)

The flow in the entire cavity is modeled as turbulent and com-
pressible. The k-« model is used for the turbulent flow. The ideal
gas law is applied for the compressible air flow. Pressure and
temperature boundary conditions are defined at up/downstream
boundaries. Constant air properties are taken at cavity temperature
and atmospheric pressure conditions. The bristle pack is consid-
ered to be a porous medium with defined flow resistance coeffi-
cients. The bristle pack porous medium approach and calibration
of permeability coefficients are discussed below.

Calibration of Brush Seal Permeability Coefficients
The bristle pack in a brush seal forms a porous medium. The

flexible bristles change their shape by bending and moving during
operation depending on pressure load and flow conditions. They
compact on the backing plate and spread/bloom/bend at the fence
height region. Flow visualization studies showed the dynamic na-
ture of the spatial and temporal void formation and flow patterns
@9–12#. The porous medium approach for the entire bristle pack
overcomes the issues of this dynamic movement and complex
structure of bristle pack, yet it needs precisely calibrated perme-
ability coefficients from matching the experimental measure-
ments. The flow and pressure fields in the bristle pack with cali-
brated permeability should match all available experimental
measurements, i.e., mainly leakages and pressure fields.

The flow in a porous medium is subject to additional resistance
forces compared to flow in a nonporous medium, that is, the fluid
friction with solid bristle surfaces. The permeability of a porous
medium is the ability to conduct the fluid. The bulk resistance to a
Newtonian fluid flow through a porous solid matrix was first mea-
sured by Darcy~1856! and is characterized by applying a volu-
metric force balance as

2
dP

dxi
5

m

Ki
ui (3)

wherexi represents the orthotropic flow directions,Ki andui are
the permeability of the porous media and superficial velocity in
the direction ofxi , respectively. The superficial velocity is the
velocity that would exist for the same volumetric rate of flow in
the absence of porous medium. It is, then, stated asui5u/«,
where porosity,«, is defined as the volumetric fraction of the
medium occupied by the fluid in the entire medium.

Equation~3! is a linear Darcian porosity model. There is only a
viscous resistance term setting the pressure gradient. Other than
Darcy’s porosity model, various resistance models have been de-
veloped and applied to porous materials. For brush seals, the fol-
lowing resistance relationship has been used and validated experi-
mentally by many researchers@31–37#:
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2
dP

dxi
5aimui1biruui uui (4)

wherea is the viscous resistance coefficient andb is inertial re-
sistance coefficient. These coefficients can be combined with their
multipliers:

2
dP

dxi
5~a i uui u1b i !ui (5)

where a is inertial resistance andb is viscous resistance. This
equation defines one non-Darcian porosity model with added in-
ertial resistance term. The two coefficients,a andb, will be called
permeability coefficients while the inverse ofa, in Eq. ~4!, gives
the permeability, K, defined by Darcy law in Eq.~3!. The resis-
tance coefficients, combined with their multipliers in Eq.~5!, re-
sult in a single term for inertial and viscous resistances. In this
representation, the porous medium is defined as a fluid medium
having an effective inertial resistance and an effective viscous
resistance to flow. This yields a balance equation between pres-
sure gradient and effective resistance terms. Nevertheless, this
representation has included the dependency of the coefficients to
working fluid and conditions.

As seen in Eq.~5!, there are two permeability coefficients,a
and b, for each spatial direction for an anisotropic porous me-
dium. Considering three coordinate directions for a brush seal, it
yields six permeability coefficients. These coefficients are to be
determined through a calibration procedure using experimental
data.

In previous porous brush seal studies@34–37#, Eq. ~5! was
added to the right-hand side of the momentum equation, Eq.~2!,
as an additional flow resistance force. Chew et al.@34# first solved
the resulting equation for completeness of their model and pro-
gramming convenience. However, the definition of effective vis-
cosity for the bristle pack led to improper modeling of the viscous
shear terms, ending with a simple order-of-magnitude estimate.

On the other hand, when the porous medium is highly resistive,
the inertial and viscous shear terms in the momentum equation
become negligibly small compared to flow resistance terms. Thus,
the momentum equation reduces to a balance equation between
pressure gradient and flow resistance forces~viscous and inertial
forces!, which is stated as Eq.~5!. The bristles under pressure load
move, and get firmly packed against the backing plate forming a
highly resistive medium to the flow diffusion. In reality, the aim in
the porous medium treatment is to match the measured leakage
and pressure distribution in the medium. Instead of dealing with
many terms in the momentum equation, Eq.~5! is a simplified
form to investigate the flow and pressure fields in the bristle pack.
In this study, Eq.~5! is solved for the porous bristle pack. The
flow resistance coefficients used in this equation are calibrated to
match the experimental data. This is one of the main differences
with previous porous medium studies for brush seals@34–37#.

Another difference is the definition of directions for resistance
coefficients. Previous studies used a local coordinate system along
the bristle lay-angle and normal to bristles@30,33–37#. A tensor
operation@34# was used to map resistance coefficients to the natu-
ral cylindrical coordinate system. In this case, the coefficients in
the axial direction and normal to bristles became equal to each
other. In the present study, the directions of resistance coefficients
are defined in the natural cylindrical coordinate system. There are
axial and radial resistance coefficients. The resistance coefficients
in the tangential direction are not employed since the rotor rota-
tion is not included in the model. The use of a natural cylindrical
coordinate system for defining the directions of resistance terms
gives only two spatial directions for a two-dimensional axisym-
metric treatment. This reduces the number of directions for resis-
tance terms compared to previous studies and simplifies the per-
meability calibration procedure.

In order to represent the real flow and pressure behavior in the
bristle pack, the porous medium treatment of a brush seal requires

a precise definition of permeability coefficients in each direction
to satisfy all available experimental data. Leakage and pressures
are the two physical quantities measured experimentally. The
measured pressures are basically on the rotor surface and the
backing plate. Throughout the permeability calibration procedure,
three major measurements are matched: leakage, axial pressure
distribution on the rotor surface along the bristle packing thick-
ness, and radial pressure distribution on the backing plate. These
are the three physical quantities measured so far by using avail-
able instrumentation for the brush seal geometrical configuration
and operating conditions. Chen et al.@37# used a large-scale brush
seal to measure the pressure field in the bristle pack via hollow
bristles. These three comparison criteria are further discussed in
the results and discussion section.

As addressed above, important facts about the dynamic flow
behavior and physical structures of the brush seal should be re-
flected in the permeability calibration. From the geometry of the
brush seal, it is obvious that the fence height region of the bristles
has a looser structure compared to the upper region supported by
backing plate. The upper region becomes very tight as the pres-
sure load pushes and packs the bristles against the backing plate.
In the fence height region, the bristles are free to move down-
stream as the fluid flows and drags them. As a result, the upper
region does not conduct the fluid as much as the fence height
region. In other words, the resistivity of the upper region to flow
diffusion is higher than the fence height region. The fence height
and upper regions form two different physical structures. Conse-
quently, to correlate this effect, the bristle pack is divided into two
permeable regions, and two different permeability sets are defined
for these two regions. During calibration, two-region treatment of
the brush seal was also concluded in order to fit CFD results with
experimental data.

The current model could be extended by noting that the bristle
region around the edge of the backing plate is the tightest because
of the bending effect and relatively higher axial pressure load at
this corner region. Thus, it might be more appropriate to divide
bristle height into three regions in terms of permeability defini-
tion. Some difficulties arise during calibration as the number of
divisions increases due to the increasing number of permeability
coefficients. Each set has a total of six permeability numbers in
three spatial directions. Three regions give 18 permeability num-
bers to calibrate. Only two regions, fence height and upper por-
tion, are found to be adequate to represent the bristle pack as a
permeable medium satisfying three experimental calibration crite-
ria. Chen et al.@37# used five different regions in their large-scale
model by dividing the fence height region into four regions in the
axial direction. They made these divisions in order to match the
measured axial pressure distribution.

It is also evident that the brush seal geometry directly alters the
bristle behavior. The bristle diameter sets the porosity. The perme-
ability is a direct function of porosity and brush seal geometry.
The positions of bristles change depending on operating condi-
tions like pressure load and rotor excursion. In terms of perme-
ability coefficients, there are two main issues arising from increas-
ing pressure load: structural response of bristle pack and leakage
performance change.

The first issue is that, as a result of increased pressure load, the
bristles move, compact, and form a complex structure lying on the
backing plate. Bristle pack thickness decreases down to a certain
point where the bristles touch each other. The bristle pack would
have a minimum packing thickness. Beyond this minimum pack-
ing thickness point, bristle pack thickness and porosity can be
assumed as constant for steady state conditions if there are no
dynamic issues like bristle flutter. Tighter bristle pack with nar-
rower voids would have relatively higher resistances to flow dif-
fusion. Based on constant porosity, the permeability coefficients
can be assumed constant for higher pressure loads. For lower
pressure loads, due to nonsettled bristle thickness, permeability
coefficients would change more with respect to porosity variation.
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On the other hand, this discussion about the compactness of
bristle pack is not truly valid for the fence height region where
bristles are free to axially deflect.

The second issue is that the increased pressure load increases
the leakage while tightening the bristle pack. The leakage is a
function of pressure load. The nonlinear transport equations used
for porous bristle pack need to follow the same function in order
to reflect the increment in leakage with respect to pressure load.

The dependency of permeability coefficients on the level of
pressure load needs further investigation.

Results and Discussion
A CFD model has been developed for the entire seal cavity as

shown in Fig. 1. Geometrical dimensions are taken from Bayley
and Long’s paper@30# to compare the results. There are many
experimental leakage data in the literature. However, only a few
papers have experimental pressure data within the bristles pack
@30,35,37#. Unfortunately, most papers with experimental data do
not have all the information for geometry and boundary condi-
tions to be able to model and reproduce. Bayley and Long’s paper
@30# is one of a few papers with all the information. Other re-
searchers have justified the accuracy of their experimental data, as
well. Therefore, their work has been chosen as a basis for the
present investigation.

The seal is assembled with a 0.25 mm radial interference. The
rotor radius is 60.88 mm. The bristle diameter is 0.0762 mm with
a pack thickness of 0.6 mm. The bristle lay angle is 45°. The
number of bristles per cm of circumference is 945. The fence
height and bristle free height are 1.4 and 10.32 mm, respectively.

The model is built in an axisymmetric coordinate system. Rotor
rotation is not included in both the experiment and the model. In
reality, the rotor speed and the upstream swirl have significant
effect on brush seal flow behavior. Therefore, they should be in-
cluded in the CFD models as supported with measurements. On
the other hand, bristle lay angle will direct the flow towards this
angle, even in the absence of rotor rotation. The circumferential
velocity component of this flow would be very weak compared to
axial and radial velocities since the main pressure load acts in
these two directions. The circumferential effects are not included
in the present 2-D, axisymmetric model due to the absence of
rotor rotation and relatively weak flow.

Only line-to-line working conditions are investigated in the
analyses, that is, the bristles touch the rotor surface. The interfer-
ence and line-to-line assembly have the same geometrical topol-
ogy in the CFD model domain. The Navier–Stokes equations are
solved using a finite volume method. The analysis is run with a
specified geometrical configuration under specified boundary con-
ditions. The temperature at the upstream boundary is prescribed as
20°C. The downstream pressure is kept constant at atmospheric
pressure for all cases. A certain range of pressure ratios is studied:
Rp5pu /pd51.01– 4. To capture flow details, the mesh is highly
refined around critical regions closer to the bristle pack and fence
height region. The mesh density is also tested for a mesh indepen-
dent solution. The previous CFD studies have not reported a
strong statement for a totally mesh independent solution. In a
typical mesh topology, the minimum cell size is on the order of
0.03 mm around the fence height region.

After intensive solution iterations for calibration, the best val-
ues of anisotropic permeability coefficients were determined. The
axial permeability defines how much flow diffuses into the bristle
pack, and dominates the axial pressure gradient as well as leakage.
The radial permeability is dominant on controlling the flow veloc-
ity and pressure in the radial direction. The brush seal is divided
into two permeable regions, fence height and upper regions, as
explained previously. It is found that flow resistance for the upper
region is 20% higher than the fence height region to match the
experimental data. The calibrated permeability coefficients for the
fence height region are inertial resistances:a i513105 kg/m4,
ak57.53106 kg/m4 and viscous resistances: b i51

3105 kg/m3-s, bk54.53107 kg/m3-s. The subscripts,i andk, de-
note the radial and axial directions, respectively. There are two
spatial directions, radial and axial, since the rotor rotation is not
included. The resistance coefficients are highly nonuniform in the
spatial directions. The same set of permeability coefficients is
used for the present analyses over the range of pressure ratios,
Rp51.01– 4.

The analyses results and comparison with experiments are pre-
sented below. The typical case with a pressure ratio ofRp52.5 is
chosen to plot the results. All plots are produced for this condition
unless otherwise stated. Some results are plotted by introducing
nondimensional parameters. All analysis cases gave similar results
when plotted with respect to the nondimensional parameters.

The velocity vectors in close vicinity of the bristle pack near
the fence height region are shown in Fig. 2. The flow smoothly
approaches the seal from the upstream cavity. As the flow gets
closer to front face, it slightly directs through the fence height
region that is the opening region for leakage. The bristle pack in
the fence height region blocks the flow, and the filtering flow
through the bristles discharges to the downstream cavity. In the
upper region of the brush seal, the fluid diffuses into the bristle
pack and flows towards the rotor over the backing plate. The
accumulated flow diffusion into the bristle pack governs a strong
inward radial flow at the upstream face of the backing plate. The
flow reaches its maximum velocity around the backing plate cor-
ner. This flow affects the axial flow in the fence height region. The
inward radial flow from the upper region joins with the axial flow
in the fence height region and escapes to the downstream cavity
along the rotor surface. This flow behavior was also observed by
Chew et al.@34#. The downstream face of the bristle pack in the
fence height region is subject to relatively higher axial velocities.
This velocity field is pointing out and exerts a pulling force on the
last columns of bristles. These bristles have a high tendency to
flutter depending on the balance of forces. This characteristic flow
is observed for all pressure ratios analyzed,Rp51.01– 4.

Leakage. The leakage, the main performance parameter, is
the first experimental data to match. Leakage is plotted as a func-
tion of pressure ratio in Fig. 3. It increases almost linearly for the
pressure ratios considered,Rp51.01– 4. The present CFD model
nicely follows the experimental data. Bayley and Long’s predic-
tion @30# underestimates the leakage for smaller pressure ratios.

It is noted that the same set of permeability coefficients is used
for all Rp’s. As discussed above, as the pressure load increases,
the bristle pack becomes tighter and the leakage increases. The
permeability coefficients would be higher for tighter bristle pack
while they should be lower to accompany the increased leakage.

Fig. 2 Velocity vectors
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In the present analyses, the use of the same set of permeability
coefficients within the considered range ofRp gives a very good
leakage agreement with the experiments. In order to match the
experimental leakage in their CFD model, Chen et al.@36# incor-
porated the dependency of permeability coefficients to pressure
ratio. They defined higher and lower resistance coefficients for
higher and lower pressure ratios, respectively.

Axial Pressure on Rotor Surface. The second comparison is
made for axial pressure distribution on the rotor surface as plotted
in Fig. 4. The brush seal is subject to a certain axial pressure load.
There is a pressure drop over the bristle pack thickness from up-
stream to downstream. The axial pressure distribution on the rotor
surface corresponds to the bristle tip pressures measured using
pressure tappings located at different circumferential positions. It
was reported that there is a roughly linear pressure gradient from
upstream to downstream over the bristle packing thickness
@30,37#. This nearly linear axial pressure distribution is also re-
ported in flow visualization studies@9–12# and flow analyses of
cross flow @13–18#. Figure 4 shows many experimental data
points for a range of pressure ratios@30#. The dimensionless pres-
sure,p* 5(p2pd)/(pu2pd), is plotted against axial coordinate,
z. The origin of the axial coordinate is located at the upstream face
of bristle pack.

Bayley and Long@30# plotted the axial pressure data in three
separate graphs. Each graph was plotted for a range of pressure
ratios with data from multiple tests. The experimental data was
scattered in a wide range. This scatter was attributed to the non-
uniform axial bristle deflection in the circumferential direction.
On the other hand, the axial pressure has a tendency to follow a
linear trend. The measurements for a large-scale brush seal@37#

show a linear pressure drop in the first one-third of the bristle
thickness on the upstream side. The pressure is likely to stay con-
stant in the middle region before it drops linearly over the last
one-third of the bristle thickness on the downstream side. Chen
et al. @36# predicted that most of the pressure drop occurred close
to the downstream face of the bristle pack. Turner et al.@35# mea-
sured the pressure on the rotor surface for clearance cases. Their
experimental data also have a wide range of scatter and it is not
possible to draw any conclusions about a linear trend.

The dotted line in Fig. 4 represents a liner fit versus axial pres-
sure of all experimental data. The present analysis gives almost
identical curves for allRp’s. The axial pressure distribution line
obtained from the CFD analyses has a nearly parabolic shape
closer to the upstream face. Then it approaches a linear variation.
It is about 0.3 mm off from the representative experimental line.
In the CFD model, the bristle pack is assumed to remain at its
original position without any axial deflection during operation.
However, in the practical applications, bristles in the fence height
region are free to bend in the axial direction depending on balance
of aerodynamic, elastic, and frictional forces. The difference of
0.3 mm between experiments and CFD analysis is due to axial
bristle deflection for the range of operating conditions@30#.

Radial Pressure on Backing Plate. The radial pressure dis-
tribution on the backing plate is plotted in Fig. 5. TheY axis,
abscissa, shows the normalized radial location from rotor surface
defined asY5y/hb f , wherey is the distance from rotor surface
andhb f is bristle free height between the bristle tip and the bristle
pinch point. The bristles under distributed pressure load form a
very tight structure. The main leakage flow goes through the fence
height region. Meanwhile, a strong inward radial flow develops in
the upper region of the seal as the flow diffuses into voids among
bristles. Bayley and Long@30# also measured the pressure on the
backing plate at five radial locations for four different ranges of
pressure ratios. It is observed that there are a certain pressure
gradient and an inward radial flow forming on the backing plate.
The present CFD results are in good agreement with Bayley and
Long’s @30# experiments and predictions. Chew et al.’s@34# pre-
dictions slightly overestimate the radial pressure on backing plate.
The line for the lowest pressure ratio of 1.5 underestimates the
measurements. As it is discussed above, the permeability coeffi-
cients are sensitive to level of pressure load for especially lower
pressure loads. In the present analyses, the same set of permeabil-
ity coefficients is used over the considered range of pressure ra-
tios: 1.01–4. The observed discrepancy is meaningful from de-
pendency of permeability to lower pressure loads.

Both experimental and present CFD results show that the pres-
sure on the backing plate for upper half of the upper region is
constant and nearly equal to the upstream pressure. The pressure
gradually drops to the downstream pressure level near the backing

Fig. 3 Comparison of experimental leakage with CFD results

Fig. 4 Comparison of axial pressure distribution on rotor sur-
face

Fig. 5 Comparison of radial pressure distribution on backing
plate
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plate corner. Most of the pressure drop occurs near the backing
plate edge. This distribution shows that there is a pressure gradient
from the upper to fence height regions directing the flow radially
inward. This flow pulls the bristles forming a lay angle of typi-
cally 45° toward the rotor surface resulting in a ‘‘blow-down
effect.’’

The results show that the set of permeability coefficients in the
analyses has adequately represented the experimental leakage and
pressure data over the considered range.

Contour plots for pressure, radial and axial velocities, and tur-
bulent kinetic energy around the fence height region are presented
in Fig. 6. Pressure contours are plotted at intervals of 15 kPa. The
pressure is constant outside of the bristle pack. It gradually drops
from the upstream to downstream pressures over the pack thick-
ness. The densely plotted contour lines closer to downstream face
indicate the sudden pressure drop. The velocity contours are plot-
ted at intervals of 3 m/s. For radial velocity, the negative values
are for the inward radial flow direction. For axial velocity, the
positive flow direction is from upstream to downstream. The flow
in the entire bristle pack is radially inward for the presented con-
ditions. The velocity has the maximum magnitude at backing plate
tip since the flow is accumulated up to this point as it diffuses into
the bristle pack@36#. A recirculation region forms underneath the
backing plate as seen in the axial velocity contour plot. The tur-
bulent kinetic energy is plotted at 2 m2/s2 intervals. It has the
maximum value under the backing plate.

The axial pressure field in the bristle pack at different radial
heights from the rotor surface to the seal pinch point is presented
in Fig. 7. The data are plotted against the normalized axial loca-
tion, Z5z/tb , wherez is the axial location from the upstream face
of bristle pack andtb is the bristle pack thickness. The first line
marked in the legend is the line on the rotor surface. The increas-
ing legend numbers are for increasing distances from rotor sur-
face. The locations of axial lines are shown on the same figure. In
the fence height region, up to line 5 at the backing plate tip, there
is some deviation from the linear pressure line. The inertial mo-
mentum of flow hitting to bristle face diffuses into the bristle pack
in the fence height region without any accumulation, unlike the
upper region. In the upper region, the flow accumulates on the
backing plate. The axial pressure changes linearly for the upper
region and becomes almost constant equal to the upstream value
for the upper half of the upper region. This pressure field has the
same trend as Chen et al.’s@37# measurements for the large-scale
brush seal. The axial pressure load over bristle thickness reduces
as the radial height increases. It is smaller in the upper region
compared to fence height region. The flow resistance coefficients
are also dependent on pressure load. The resistance for the upper
region is increased by 20% in the CFD model. This increment
might seem small at the first look. Although the bristles in the
upper region get packed against the backing plate, they are subject
to smaller pressure loads. If the upper region were subject to same
level of pressure load with fence height region, its resistances
would be much higher than the fence height region.

The radial distributions for some flow properties are presented
in Fig. 8. Radial lines are numbered from upstream to downstream
side on this figure. Line numbers 5 and 9 are located at the up-
stream and downstream faces of the bristle pack, respectively.
Figure 8~a! shows the radial pressure field between up/
downstream pressures. Within the bristle pack, the radial pressure
is almost uniform at the fence height region, then rapidly reaches
the upstream pressure close to the backing plate tip. This field was
also measured in the large-scale brush seal test@37#, with the same
trends as the present CFD results. The magnitudes of the radial
and axial velocities for the same line numbering convention are
presented in Figs. 8~b! and 8~c!, respectively. The radial velocity
increases from the pinch point to the backing plate tip. Then it
reduces due to the discharging flow through downstream in the Fig. 6 Contour plots around fence height region
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fence height region. The axial velocity increases under the back-
ing plate as a result of the merging flow from the fence height
region and over the backing plate.

Conclusions
It is shown that the flow analysis in the bristle pack is repre-

sented very well by a bulk porous medium approach with cali-
brated permeability coefficients. The simplified resistance law is
adequate to capture the flow nature in the bristle pack.

The permeability calibration can be done using three types of
available experimental data, i.e., the leakage, axial pressure along
the rotor surface, and the radial pressure along the backing plate.
The bristle pack has been divided into two regions to define the
permeability coefficients to match the two different structural be-
haviors during operation. The fence height region has a looser
structure while a smaller pressure load is acting on the upper
region. It is found that the flow resistance for upper region should
be 20% higher than the fence height region to match experimental
data.

The flow and pressure fields in the bristle pack have been mod-
eled with the aid of the porous medium approach. The analysis
results show a strong inward radial flow that causes bristle ‘‘blow-
down.’’

The numerical visualization of flow and pressure fields helps in
understanding of the brush seal flow, and can be incorporated in
structural analysis. There is a direct interaction between flow field
and bristles’ dynamics. In order to control the bristles, the flow
configuration has to be controlled in close vicinity of the bristles
as well as the bristle pack. Further investigation is needed to de-
termine seal design for a prescribed operating environment. More
experiments are required to estimate the optimum seal design or
the seal failure depending on the operating conditions. Once the
seal failure mechanisms are determined through experiments, the
presented flow analysis can be used to identify the flow conditions
leading the failure. This flow analysis is applicable at the begin-
ning of the design so that the seal can be operated away from the
critical flow conditions. This study, which introduces an approach
for permeability calibration, quantifies the flow and pressure fields
for the brush seal.

An important issue to consider in permeability calibration is
that the permeability is a function of pressure gradient over the
porous medium. The tightness of the bristle pack depends on how
much of the pressure load is acting on the bristle pack. One set of
permeability coefficients calibrated for a certain range of pressure

loads would not be applicable for totally different pressure loads.
Dependence of permeability coefficients on the pressure load
needs to be investigated.

Rotor rotation is another parameter to be investigated. It must
be included in the experiments as well as the models.

The case with a clearance between the bristle tips and the rotor
surface is not included in this study. Even though it is desired that
the brush seal operates at line-to-line or interference position with
the rotor surface, the clearance case happens after excessive wear,
transiently during start-up and shut-down, and when bristle
hang-up occurs depending on the force balance. The clearance

Fig. 7 Axial pressure distribution over bristle pack at different
radial heights

Fig. 8 Radial distribution of flow properties: „a… pressure, „b…
radial velocity, and „c… axial velocity
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case should also be studied since the flow nature for this situation
is considerably different than the line-to-line case.

It should be noted that if the flow path can be specified among
thousands of flexible bristles under an uneven load, the flow in the
defined paths could be determined using the full Navier–Stokes
equations. However, currently available data are insufficient to
define the flow path in the bristle pack. Once the position of
bristles is determined, the solution of the Navier–Stokes equations
around thousands of bristles in 3-D would require a considerable
amount of time and computing resources.

Acknowledgments
The author would like to thank Saim Dinc and Raymond Chupp

of General Electric Global Research and Mahmut Aksit of Gebze
Institute of Technology in Turkey for their support, technical dis-
cussion, interest, and encouragement for this work.

Nomenclature

a, b 5 viscous and inertial resistance coefficient
hb f 5 bristle free height
hf h 5 fence height
hur 5 upper region height

K 5 permeability
p 5 static pressure

p* 5 dimensionless pressure5(p2pd)/(pu2pd)
Rp 5 pressure ratio5pu /pd
tbp 5 thickness of backing plate
t f p 5 thickness of front plate
tb 5 thickness of bristle pack
u 5 velocity component

ui 5 mean velocity
x 5 spatial coordinate direction
y 5 radial distance from rotor surface
Y 5 normalized radial coordinate5y/hb f
z 5 axial coordinate direction
Z 5 normalized axial coordinate5z/tb
m 5 dynamic viscosity
r 5 density
« 5 porosity

a, b 5 inertial and viscous permeability coefficient

Subscripts

d 5 downstream
i 5 spatial coordinate and radial direction
j 5 spatial coordinate direction
k 5 axial direction
u 5 upstream
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Parametric Analysis of Existing
Gas Turbines With Inlet
Evaporative and Overspray
Fogging
With deregulation in the power generation market and a need for flexibility in terms of
power augmentation during the periods of high electricity demand, power plant operators
all over the world are exploring means to augment power from both the existing and new
gas turbines. An approach becoming increasingly popular is that of the high pressure inlet
fogging. In this paper, the results of a comprehensive parametric analysis on the effects of
inlet fogging on a wide range of existing gas turbines are presented. Both evaporative and
overspray fogging conditions have been analyzed. The results show that the performance
parameters indicative of inlet fogging effects have a definitive correlation with the key gas
turbine design parameters. In addition, this study indicates that the aeroderivative gas
turbines, in comparison to the heavy-duty industrial machines, have higher performance
improvement due to inlet fogging effects. Plausible reasons for the observed trends are
discussed. This paper represents the first systematic study on the effects of inlet fogging
for a large number (a total of 67) of gas turbines available from the major gas turbine
manufacturers.@DOI: 10.1115/1.1712980#

Introduction
With the worldwide deregulation of power generation markets,

the marketplace for electric power has become highly dynamic
and competitive. In such an environment, having the flexibility to
augment gas turbine power output during periods when there is a
high tariff rate becomes of paramount importance to the profit-
ability of the utilities and the other power producers. Gas turbine
power output is a strong function of the ambient air temperature
with power output dropping by 0.5% to 0.9% for every 1°C rise in
ambient temperature~0.3% to 0.5% per 1°F!. On several heavy
frame gas turbines, power output drop of approximately 20% can
be experienced when ambient temperature reaches 35°C~95°F!,
coupled with a heat rate increase of about 5%. Aeroderivative gas
turbines exhibit even a greater sensitivity to ambient conditions.
The effects of ambient temperature on the power output and heat
rate for two types of gas turbine are shown in Fig. 1.

The loss in power output presents a significant problem to utili-
ties, cogenerators, merchant power plants and independent power
producers when electric power demands are high during the hot
summer months. This loss in power output for a power producer
with 100 MW capacity~assuming high ambient temperature con-
ditions existed for 6 hours in a day and an electric sale price of 5
cents/kW-hr, and excluding effects of increased fuel consumption!
equates into $6,000 per day loss in revenues. One way to counter
this drop in power output is to cool the inlet air. While there are
several inlet air cooling technologies available, high pressure inlet
fogging has seen an increasing level of implementation because of
its relatively low first- and operating-cost compared to the other
techniques including the media evaporative cooling and refrigera-
tion technologies.1

A detailed study conducted by Tawney et al.@1# evaluated sev-
eral options for power augmentation for combined cycle power

plants. It may be noted that their study only considered inlet
evaporative fogging. The results indicated that the inlet fogging
option had minimal impact on EPC~engineering, procurement
and construction! cost. Also, inlet fogging was the only option that
provided a small improvement in heat rate,2 while the other op-
tions all worsened heat rate value. The combination of inlet fog-
ging and supplemental firing of the HRSG~heat recovery steam
generator! obtained the highest return on investment. In recent
years, several combined cycle power plants~CCPPs! have
adopted fogging as a power augmentation strategy. Jones and Ja-
cobs@2# have also studied various power enhancement techniques
for CCPPs.

In spite of inlet fogging systems having been applied to an
estimated 600 gas turbines worldwide, no detailed study is avail-
able addressing the following questions: what parametric factors
in thedesign of a gas turbineinherently affect the impact of inlet
fogging?; what are the general effects of inlet fogging on awide
range of gas turbines? Such questions have prompted this para-
metric study, the results of which are reported in this paper. To the
knowledge of authors, there has been no published study available
where a detailed in-depth parametric analysis of a large set of gas
turbines of different manufacturers and designs has been under-
taken. It will be helpful to the gas turbine users if parameters
indicative of performance improvement can be correlated to the
easily available gas turbine design parameters.

Kitchen and Ebeling@3# analyzed a limited number~15 in total!
of machines in an effort to identify gas turbines most suitable for
inlet cooling. Their analysis considered the thermal energy storage
technique for cooling the inlet air. One of the possible reasons, for
identifying no correlation between an inlet air cooling parameter
~a nondimensional compressor temperature rise! and the ISO per-
formance parameters~such as heat rate, pressure ratio, exhaust
temperature, and specific air consumption! in their study might be
that their selection of gas turbines covered a limited range of
design and performance parameters.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30560. Manuscript received by IGTI,
December 2001, final revision, March 2002. Associate Editor: E. Benvenuti.

1Cost ratios are about 5:1 but can vary based on the project specifics.

2While this study showed a small improvement in heat rate for CCPPs, the change
is very small and can be considered negligible. The heat rate improvements for
simple cycles are, however, significant.
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Inlet Fogging of Gas Turbines. Gas turbine inlet fogging is a
method of cooling the intake air where demineralized water is
converted into fog droplets by means of special atomizing nozzles
operating at approximately 138 bar~2000 psi!. The evaporation of
small size~5–20 microns! droplets in the intake duct cools the air
and consequently increases the mass flow rate. The details pertain-
ing to the thermodynamics and practical aspects of inlet fogging
have been described by Meher-Homji and Mee@4,5#. This tech-

nique allows close to 100% evaporation effectiveness in terms of
attaining saturation conditions and wet-bulb temperature at the gas
turbine inlet.

Overspray or Fog Intercooling. High pressure inlet fogging
can also be used to create a compressor intercooling effect by
allowing excess fog into the compressor~also known as overspray
or wet compression! thus, obtaining an additional power boost.
The power boost is attained by a reduction in compressor work
input. Typically, the amount of excess fog injected into the com-
pressor inlet is between 0.5 to 2% of the inlet air mass flow of the
gas turbine. Fog intercooling of gas turbines has been under dis-
cussion since 1940~Kleinschmidt3 @6# and Wilcox and Trout@7#!.
Nolan and Twombly@8# described an implementation of over-
spray on Frame 5 gas turbines in a cogeneration plant. Hill@9# and
Arsen’ev and Berkovich@10# have conducted an analysis of water
injection into compressor inlets. An application of fog intercool-
ing on heavy-duty gas turbines is described by Ingistov@11#.

Table 1 provides results of performance analysis for a 50 Hz
heavy-duty gas turbine~GE 9171E! undergoing evaporative and
overspray fogging. This tabulated data provides a feel for varia-
tion of key gas turbine parameters influenced by inlet fogging.
Furthermore, it will be helpful in understanding discussion of the
results of a comprehensive study of the effects of inlet fogging on
gas turbine performance presented in this paper. In this tabulation,
it is interesting to note that the compressor work increases with
evaporative fogging because of the increase in air mass flow rate
caused by the 13°C temperature drop to the wet-bulb temperature.
The turbine section work output increase is, however, proportion-
ately higher resulting in a gas turbine net output increase of about
10 MW. With overspray fogging, the compressor work input is
seen todecreaseas a greater amount of overspray is used due to

3This reference includes the term wet compression.

Fig. 1 Effects of ambient temperature on gas turbine power
output and heat rate

Table 1 Gas Turbine Performance Analysis Results under Base and Inlet Fogging Conditions
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the fog intercooling effect~see Table 1!. While the heat rate value
improves, the absolute value of fuel flow increases with the use of
inlet fogging ~both evaporative and overspray fogging! mainly
due to increased air mass flow rate and decrease in compressor
discharge temperature.

Gas Turbine Selection
Gas turbines were selected for this study such that they repre-

sented most of the major gas turbine manufacturers and encom-
passed a wide range of power outputs, firing temperatures, pres-
sure ratios and design types~industrial and aeroderivative!. A total
of 67 gas turbines, both for 50 Hz and 60 Hz applications, were
selected for the parametric analysis and their performance and
design data have been provided in the Appendix. A review of the
data for the selected gas turbines as given in the Appendix shows
that the values of turbine inlet temperature~TIT! range from
888°C ~'1630°F! to 1427°C~'2600°F! with values of overall
cycle pressure ratio~PR! ranging from 6.6 to 35. The minimum
and maximum values of cycle efficiency (h th) are 22.2% and
41.3%, respectively. The values of net power output (P) range
from 486 kW to 334,000 kW. Whereas, the values of ISO specific
work ~W! range from approximately 162 to 483 kW-s/kg.

Analysis Methodology
To study the effects of inlet evaporative and overspray fogging

on the selected gas turbines, a uniform ‘‘base condition’’ was first
defined from which the changes in performance parameters could
be evaluated. Base ambient conditions assumed throughout the
study were 43°C~'109°F! at 40% relative humidity4 and this has
been referred to as the ‘‘base case.’’ A commercial program~GT-
PRO, Tflow6, Release 2! was used to evaluate the thermodynamic
performance, at different operating conditions~such as changes in
ambient temperature, ambient relative humidity, inlet evaporative
fogging and overspray fogging!, for the selected gas turbines. This
program utilizes a gas turbine model consisting of a compressor
map model that relates pressure ratio, corrected airflow, and poly-
tropic efficiency. The compressor map represents the overall com-
pressor performance characteristics. In analyzing the compressor
performance, at a given operating condition, the overall compres-
sor pressure ratio range is divided into a large number of compu-
tational stages~larger than the number of physical stages!. For
each computational stage, exit flow conditions are evaluated from
the respective inlet flow conditions. Furthermore, an evaporation
model for each computational stage, taking into account the effect
of water droplet size, is used during an overspray condition. The
amount of water in the airstream influences the temperature dis-
tribution and air composition through the compressor that changes
the compressor work requirement.

The calculations were made for both the evaporative cooling
~saturation at the inlet of the gas turbine! and overspray condi-
tions. For overspray fogging, results were obtained at levels of
overspray from 0.25% up to 2% of the air mass flow of the gas
turbine. While, overspray calculations were made at increments of
0.25%, only results of the three fogging conditions~saturation, 1%
and 2% overspray! have been presented and discussed in this pa-
per. The saturation case~i.e., attaining 100% RH value at the
compressor inlet! is identified by OS50% in various figures pre-
sented here.

A sensitivity study on the effects of fogging at different values
of ambient temperatures and relative humidity was also under-
taken. For this sensitivity study, two gas turbines~an industrial
and aeroderivative model! were analyzed.

Finally, the selected gas turbines were categorized into the three
types: traditional machines (TIT,1200°C), advanced gas tur-

bines (TIT.1200°C), and aeroderivative engines, to identify the
parametric response to the inlet fogging effects. It may be noted
that the classification based on the TIT value of 1200°C is of a
general nature and in some cases a traditional machine with TIT
value greater than 1200°C may not be categorized into an ad-
vanced industrial type machine.

Thermodynamic Analyses Results
In gas turbine design, the net gas turbine work output ratio

(W_N) and compressor work input ratio (W_C) are important
design parameters in addition to the turbine inlet temperature
~TIT, also known as firing temperature! and the overall cycle pres-
sure ratio~PR!. The emphasis of a gas turbine designer is to in-
crease the value of W_N and decrease the value of W_C within
the limits of available technologies. As it is commonly understood
that inlet evaporative and overspray fogging affects values of
W_N and W_C , their correlation with the other key gas turbine
design parameters have been examined. The design parameters
selected are: specific work~W!, turbine inlet temperature~TIT!
and overall cycle pressure ratio~PR!. The variations of W_N due
to fogging effect as a function ofW, TIT, and PR are shown in
Figs. 2~a!, 2~b!, and 2~c!, respectively. The values of W_N for the
base case are also included in Figs. 2~a!–2~c! to show changes in
the values of W_N with and without fogging effects.

A comparison of the 2% overspray case with the base case
reveals an increase of approximately 8–10% in the value of
W_N , across the range of gas turbines, is achievable as shown in
Figs. 2~a! and 2~b!. Also, there exists a correlation between W_N
with W ~Fig. 2~a! and TIT ~Fig. 2~b!!, whereas a weak correlation
exists with PR~Fig. 2~c!!. The trend lines, shown in Figs. 2~a! and
2~b!, are included to show a qualitative relation between the plot-
ted parameters. It must be noted that the trend lines, in various
figures presented in this paper, are obtained by a curve fit utilizing
a regression analysis. The order of curve fit~linear, polynomial,
etc.,! used is included in the legend in each figure. In comparison
to the base case, a larger change in the values of W_N takes place,
during the overspray condition than due to inlet evaporative fog-
ging. This is expected, as during inlet evaporative fogging there is
an increase in compressor work while overspray causes compres-
sor intercooling resulting in lower compressor work~For example,
see Table 1!.

The values of W_C decrease due to fogging effects in compari-
son to the base case as shown in Figs. 3~a!–3~c!. The variation of
W_C indicates a weak correlation with the values of PR as was
observed with the variation of W_N . It is evident from Figs. 2
and 3, that a gas turbine with high values ofW and TIT has high
and low values of W_N and W_C , respectively, with and without
the fogging effects. This can be attributed to improvements in gas
turbine technologies that have led to increase in the net gas tur-
bine work output and decrease in the compressor work input ratio.

The two design parameters, W_N and W_C , discussed above
are, however, not easily available to the gas turbine users as de-
riving them requires that the gas turbine modeling calculations
would have to be made for the compressor and turbine sections.
Typically, such a modeling tool and expertise for its effective use
are not available with the gas turbine users. The two performance
parameters easily accessible to gas turbine users which also di-
rectly relate to the gas turbine user’s profitability~return on in-
vestment! are, net power output~P!, and heat rate~HR! or cycle
thermal efficiency (h th). Other parameters of interest that contrib-
ute to the operating costs are fuel consumption (m_f) and fog
water consumption (m_fw).

Another parameter critical but not obvious in evaluating the
effects of fogging, is the temperature rise across the compressor
section of the gas turbine. It is known from the basics of thermo-
dynamics of a gas turbine cycle, that the specific compressor
power input is directly proportional to the temperature rise across
the compressor and inversely proportional to the compressor inlet
temperature. Therefore, a decrease in the value of temperature rise
across the compressor results in less compressor specific work and

4Inlet fogging is typically applied at conditions when high ambient temperatures
exist which results in gas turbine power output drop. The coincident relative humid-
ity is typically low at high ambient temperature. For this reason, 43°C/40% RH
condition was selected as a meaningful baseline.
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increased net gas turbine work output. Also as compressor dis-
charge temperature is usually measured, the value of temperature
rise across the compressor is field determinable.

The amount of change in power (DP_N), expressed in percent
with respect to the base case, against the ISO specific work~W!
for the three fogging conditions is shown in Fig. 4~a!. Values of
power change for the base case with respect to the ISO values for

each gas turbine is also included in Fig. 4~a!. The examination of
Fig. 4~a! shows that a larger amount of power boost is obtained
due to inlet evaporative fogging compared to the case when over-
spray fogging is added to the evaporative fogging. For example,
considering a typical gas turbine with the ISO specific work of
200 kW-s/kg, going from the ISO condition ambient temperature
~15°C! to the base case ambient condition of 43°C results in a
power output drop of approximately 26%. By evaporative fogging

Fig. 2 Effects of inlet evaporative and overspray fogging on
turbine net work output ratio „W_N… as a function of „a… ISO
specific work „W…, „b… turbine inlet temperature „TIT…, „c… overall
cycle pressure ratio „PR….

Fig. 3 Effects of inlet evaporative and overspray fogging on
compressor work input ratio „W_C… as a function of „a… ISO
specific work „W…, „b… turbine inlet temperature „TIT…, „c… overall
cycle pressure ratio „PR….
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to the wet bulb temperature, approximately a 44% boost in power
is attained in comparison to the base case. Thereafter, overspray of
1% and 2% yields power boost of approximately 10% for each
step.5 This demonstrates, what users have intuitively known, that

when high ambient temperatures exist~typically with coincident
low humidity values!, the benefits of direct evaporation are greater
than those derived by overspray.

A definitive correlation can be seen in Fig. 4~a! between the
values ofDP_N andW, where the power boost is higher for gas
turbines with low power density~or low specific work!. Interest-
ingly, the trends in the variation ofDP_N versusW are opposite
for the fogging cases and the ‘‘no fogging’’ case~i.e., base case!
indicating that lower specific work gas turbines seem to benefit
more from fogging, in particular, overspray fogging. As can be
seen in Fig. 4~a!, on the average, the power boost varies from
10–20%, in comparison to the ISO case, for inlet evaporative
fogging. The power boost, in comparison to the ISO case, can be
30–40% with a two percent overspray fogging effect for the gas
turbines modeled in the present study.

The variation of heat rate change~DHR! exhibits a strong cor-
relation with the values ofW as shown in Fig. 4~b!. With inlet
evaporative fogging, heat rate improvement ranges from 2–7%
with respect to the ISO condition. As expected and seen in Fig.
4~b!, heat rate values further decrease~additional heat rate en-
hancement! as the amount of overspray fogging increases. For two
percent overspray fogging, the amount of heat rate enhancement
varies approximately between 5–15% with respect to the ISO
condition for the gas turbines considered. An opposite trend in the
variation ofDHR with and without the effects of fogging can also
be seen in Fig. 4~b!. It can also be noted that the heat rate en-
hancement is higher, as was the case with power boost, for gas
turbines with lower values ofW.

Figure 4~c! shows variations of change in fuel consumption,
expressed as percent with respect to the base case value, versus
ISO values ofW. The fuel consumption increased, in comparison
to the base case, for all the cases of fogging~see Fig. 4~c!!. This is
as expected because for the saturation case, the mass flow of air is
increased requiring an increase in fuel flow. Whereas, with over-
spray, the compressor discharge temperature is reduced in addition
to the increase in air flow rate, and more fuel is needed to achieve
the design value of TIT. Also, a trend is observed whereby, fuel
consumption is higher in presence of fogging for gas turbines with
lower values ofW.

Figure 5~a! shows a plot of the fog water consumed per unit
power boost (m_fw) versus the ISO values ofW. The value of
m_fw increases with the decrease in the value ofW for all the
fogging conditions.

For evaporative fogging, a slight increase in the value of com-
pressor temperature rise per unit specific power boost (DT_C),
with the decrease in the value ofW can be seen in Fig. 5~b!. The
value ofDT_C appears to be a weak function ofW for overspray
fogging conditions and decreases with increasing levels of fog-
ging.

The variations of performance parameters (DP_N , DHR,
Dm_f , m_fw , andDT_C) discussed above were also examined
against design parameters such as TIT, PR, and W_N . The result-
ing trends were similar to those observed with the values ofW. To
conserve space, only few selected plots are shown in Figs. 5~c!–
5~g!. Figure 5~h! shows that changes in the values of W_N and
W_C are proportional with the implementation of fogging as was
seen earlier~see Figs. 2~a! and 3~a!!.

Effects of Ambient Temperature and Relative Humidity
The preceding parametric study was conducted with base case

ambient conditions of 43°C and a relative humidity of 40%. In
order to comprehensively understand the effects of fogging, a sen-
sitivity study by varying the ambient temperature and relative hu-
midity was conducted for two gas turbine models. The two gas
turbines chosen were the heavy duty GE Model 7121EA and the
aeroderivative Pratt & Whitney FT-8. While it is recognized that
these two gas turbines may not be representatives of all the gas
turbines used in the study, the basic trends and sensitivities can be
evaluated in a qualitative manner. Detailed climatic analyses of

5The power boost from overspray or fog intercooling comes from a reduction in
compressor work.

Fig. 4 Effects of inlet evaporative and overspray fogging as a
function of ISO specific work „W… on „a… power output change
„DP_N…, „b… heat rate change „DHR… „c… fuel flow rate change
„Dm_f …
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Fig. 5 Effects of inlet evaporative and overspray fogging „a… m_FW versus W, „b… DT_C versus W, „c… DP_N versus TIT,
„d… m_fw versus TIT, „e… DHR versus PR, „f… m_fw versus PR, „g… DP_N versus W_N, „h… W_C versus W_N
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several sites within the U.S. were recently presented by Chaker
et al. @12# using the concept of equivalent cooling degree hours
that showed considerable amount of evaporative cooling potential,
even in very humid climates that would not traditionally be con-
sidered as sites for evaporative cooling.

For each gas turbine, four values of ambient temperature~25°C,
30°C, 43°C, and 50°C! and relative humidity~20%, 40%, 60%,
and 80%! were examined for the three fogging conditions (OS
50%, 1%, and 2%!. Thus, a total of 48 cases were analyzed for
each gas turbine. Results are summarized with only few selected
plots. Data is presented, as a change expressed in percent, with
respect to the corresponding value of the industrial gas turbine
~GE 712IEA!. Thus, a given plot directly shows how an aero-
derivative gas turbine~P&W FT8! performs in comparison to an
industrial gas turbine~GE 712IEA! under different ambient and
fogging conditions.

It is well known that, in absence of fogging~i.e., for the base
case! the value of DP_N is not significantly affected by the
change in ambient humidity for a gas turbine.6 However, the value
of DP_N decreases with the increase in ambient temperature at a
given value of RH. For a given value of relative humidity, a de-
crease in the value ofDP_N for the aeroderivative machine is
greater at higher values of ambient temperature as shown in Fig.
6~a!. Changes in heat rate values due to ambient relative humidity
for the base case, for both machines, are small~approximately
1%, plot not included!. For the base case and at all the ambient
conditions investigated, the increment in heat rate values are
higher ~by approximately 6% maximum!, implying more perfor-
mance degradation, for the aeroderivative than for the industrial
gas turbine as shown in Fig. 6~b!.

With inlet evaporative fogging (OS50%), an increase in
power output can be achieved at all the ambient conditions con-
sidered in the study for both gas turbines~plot not included!. In
addition, the amount of power boost~with respect to the base
case! decreases with increase in the value of ambient relative hu-
midity at a given value of ambient temperature~plot not in-
cluded!. This is expected as the evaporative cooling potential de-
pends on the available wet-bulb depression which is lower when
high relative humidity conditions exist. Further, a decrease in the
amount of power boost with increase in ambient relative humidity
increases with the increase in ambient temperature. A comparison
of the two machines shows that, for all the values of ambient
temperatures and relative humidity examined, power boost is
higher for aeroderivative compared to the industrial gas turbine
for inlet evaporative fogging as shown in Fig. 7~a!.

With inlet evaporative fogging and under all the ambient con-
ditions considered, values ofDHR decreased for both gas turbines
~plot not included!. Maximum heat rate improvement is achieved
for high ambient temperatures and low values of relative humid-
ity, respectively~plot not included!. Inlet evaporative fogging re-
duces the performance degradation due to an increase in the am-
bient temperature. A comparison of two gas turbines under various
ambient conditions shows that heat rate improvements due to inlet
evaporative fogging is higher for the aeroderivative than the in-
dustrial gas turbine as can be seen in Fig. 7~b!.

For 2% overspray fogging, the trends in the effect of variation
of ambient conditions on the values ofDP_N were found to be the
same as for the inlet evaporative fogging for the industrial gas
turbine ~plot not included!. However, for the aeroderivative gas
turbine, effects of relative humidity on power output change were
negligible ~within 1%! at low values of ambient temperatures as
shown in Fig. 8. At low values of ambient temperature, power

6Typically the effect of relative humidity on gas turbine output is no more than
1% from 0–100% relative humidity.

Fig. 6 Effects of ambient temperature and relative humidity–
base case „a… power output change and „b… heat rate change.
„Change shown with respect to the industrial gas turbine. …

Fig. 7 Effects of ambient temperature and relative humidity–
inlet evaporative fogging „a… power boost and „b… heat rate
change. „Change shown with respect to the industrial gas tur-
bine. …
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boost is higher for industrial than the aeroderivative gas turbine as
shown in Fig. 9~a!. Further, this trend changes at high values of
ambient temperature, where aeroderivative gas turbine shows
higher power boost in comparison to the industrial gas turbine
~see Fig. 9~a!!. This observed trend probably occurs because the
aeroderivative machine displays a greater drop off in power at the
higher ambient temperature compared to the industrial gas turbine
~for example, see Fig. 1!. The variation in heat rate change, with
two percent overspray fogging and different ambient conditions
resulted in a higher improvement in heat rate values for aero-
derivative gas turbines than industrial gas turbine as shown in Fig.
9~b!. The results show that at low values of ambient temperature,

the heat rate improvement increases by a small amount with an
increase in the ambient relative humidity. At 50°C, the trend in the
effect of ambient relative humidity is the same as was observed
for the inlet evaporative fogging case~see Figs. 9~a! and 9~b!!.

A Comparison of the Three Classes of Gas Turbines
Undergoing Inlet Evaporative and Overspray Fogging

There are differences in the design, operational characteristics,
response to the ambient temperature etc., among gas turbines cur-
rently available in the market. For example, aeroderivative gas
turbines have different operational characteristics including a
greater sensitivity to ambient temperature compared to the indus-
trial gas turbines. Gas turbines developed in the last decade or so
have better cooling technologies and improved aerodynamic de-
sign than machines developed earlier~say, three decades ago!. As
shown in the previous section by comparing performance of two

Fig. 10 Power output change „a… base case, „b… inlet evapora-
tive fogging, and „c… 2% overspray. A comparison of three
classes of gas turbines.

Fig. 8 Effects of ambient temperature and relative humidity on
power boost—2% overspray fogging „aeroderivative gas tur-
bines …

Fig. 9 Effects of ambient temperature and relative humidity
with 2% overspray fogging on „a… power boost and „b… heat rate
change. „Change shown with respect to the industrial gas
turbine. …
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machines, that an aeroderivative machine has higher performance
improvement~higher power boost and heat rate improvement!
compared to the industrial gas turbine in presence of inlet fogging.
These results led to a detailed examination of the performance of
selected gas turbines. In order to examine the response of different
classes of gas turbine to inlet fogging, the selected gas turbines
were divided into the following three categories based on the de-
sign criteria and the firing temperature:~1! traditional industrial
gas turbines (TIT,1200°C); ~2! advance industrial gas turbines
(TIT.1200°C); and~3! aeroderivative gas turbines. An exami-
nation of the parametric study revealed that there exist some
subtle differences with respect to fogging performance among the
different classes of gas turbines. These differences could not be
seen when the entire set of selected gas turbines were analyzed
collectively.

A comparison of various performance parameters based on the
three gas turbine classes showed some interesting results. Because

of the space limitations, only a few selected plots and the main
observations are summarized here. A cautionary note should be
made that the curve fits could create false visual impressions.
However, we have examined the data scatter and feel that they are
at least approximately representatives of the three classes of gas
turbines.

A higher drop in power output, under the base condition com-
pared to the ISO condition, was observed for aeroderivatives than
for the other two types of gas turbines~see Fig. 10~a!!. In addi-
tion, for the base case, the power output loss for advanced gas
turbines is comparatively lower than aeroderivatives and tradi-
tional gas turbines. For the base case and all the three classes of
gas turbines, the loss in power output reduces with increase in the
values of TIT~see Fig. 10~a!! andW ~plot not included!.

With inlet evaporative fogging~to saturation conditions! power
boost is higher for the aeroderivative than the traditional and ad-
vanced classes of gas turbines over the range of specific work~see
Fig. 10~b!! and turbine inlet temperatures~plot not shown! con-
sidered. Also, the power boost decreases with the increase in the
values ofW as shown in Fig. 10~b! and TIT~plot not included! for
all the three classes of gas turbines.

The trend in the variation of power boost with overspray is the
same as with inlet evaporative fogging except at values of TIT
,950°C~see Fig. 10~c!! or W,200 kW-s/kg~plot not included!,
where traditional gas turbines show a higher power boost com-
pared to the aeroderivative gas turbines. Also, power boost with
overspray fogging was found to be the lowest for advanced gas
turbines among the three types of gas turbines as shown in Fig.
10~c!. However, a higher power boost for advanced class com-
pared to the traditional class of gas turbines occurred with inlet
evaporative fogging as shown in Fig. 10~b!.

The heat rate increase~i.e., loss in performance! is found

Fig. 11 Heat rate change „a… base case, „b… inlet evaporative
fogging, and „c… 2% overspray. A comparison of three classes
of gas turbines.

Fig. 12 Effect of fuel flow rate „a… inlet evaporative fogging
and „b… 2% overspray. A comparison of three classes of gas
turbines.
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greater for aeroderivative engines compared to the other two
classes of gas turbines for the base case~see Fig. 11~a!. This trend
was found consistent when considering the variations of heat rate
change withW and TIT. Advanced industrial gas turbines showed
smaller heat rate increases in comparison to the other two gas
turbine classes implying a lower performance decrement~see Fig.
11~a!.

For inlet evaporative fogging (OS50%), aeroderivative en-
gines exhibited a higher decrease~improvement! in the heat rate
values, compared to the base case than the other two classes of
gas turbines as shown in Fig. 11~b!. Also, the heat rate improve-
ment decreases with an increase in TIT~see Fig. 11~b!! and W
~plot not shown! values. In spite of the fact that heat rate improve-
ment for advanced gas turbines is obtained compared to the base
case, heat rate improvements are lower than the other two classes
of gas turbines~see Fig. 11~b!!. With overspray fogging (OS
52.0%), the trend in the variation of heat rate change is similar
to the case of OS50% as is evident from Fig. 11~c!. In compari-
son to the inlet evaporative fogging case, heat rate improvement
increases with 2% overspray, for all classes of gas turbines,
mainly because of the increased amount of fogging~see Fig.
11~c!!.

The amount of fuel flow change, compared to the base case, is
observed to be higher for the aeroderivative engine class than the
other two classes for inlet evaporative~see Fig. 12~a!! and over-
spray fogging~see Fig. 12~b!!. The advanced class gas turbines
were found to have the lowest increase in fuel flow consumption
compared to the other two classes. Also, fuel flow change de-
creases with increase in the values ofW for traditional and ad-

vanced gas turbines. However, for aeroderivative engines, fuel
flow change increases with the increase in the values ofW ~see
Figs. 12~a! and 12~b!!.

The amount of fog water flow rate per unit power boost (m_fw)
is found lower for aeroderivative engines than for the traditional
and advance class of gas turbines for inlet evaporative fogging as
shown in Fig. 13~a!. The value of m_fw decreases with the in-
crease in the values of TIT andW ~plot not included! and its rate
of decrease is higher for the aeroderivative class of gas turbines
compared to the other two classes of gas turbines~see Fig. 13~a!!.
The trend in variation of m_fw with overspray fogging is similar
to that observed in the case of inlet evaporative fogging except
that at low values ofW ~less than 200 kW-s/kg! or low values of
TIT ~less than 1000°C!, traditional machines show lower fog wa-
ter requirements than the aeroderivative class of gas turbines~see
Fig. 13~b!!. The effects on fuel flow consumption and fog water
required for the three classes of gas turbines show that the selec-
tion of a gas turbine for fogging application will be determined
not only based on the thermodynamic performance benefits but
also on the overall economics. It may be noted, however, that
economic considerations were not within the scope of this paper.

The variation of compressor temperature rise per unit specific
power boost (DT_C) with W showed lower values for aeroderiva-
tives than the other two classes of gas turbines with inlet evapo-
rative and overspray fogging as shown in Figs. 14~a! and 14~b!,
respectively. A considerable decrease in the value ofDT_C can be
seen with overspray fogging compared to the inlet evaporative
fogging. This decrease in the value ofDT_C , which is indicative
of improved compressor performance, explains a significant
amount of power boost with overspray fogging.

Fig. 13 Effect of fog water flow rate per unit power boost „a…
inlet evaporation fogging and „b… 2% overspray. A comparison
of three classes of gas turbines.

Fig. 14 Effect on compressor temperature rise per unit spe-
cific power boost „a… inlet evaporative fogging and „b… 2% over-
spray. A comparison of three classes of gas turbines.
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Concluding Remarks

This parametric analysis has attempted to identify correlation
between performance and key gas turbine design parameters due
to inlet fogging effects. Useful conclusions can be drawn regard-
ing the use of different gas turbines that are subjected to fogging.
All performance parameters seem to correlate well with the ISO
specific work, net turbine work output ratio and the turbine inlet
temperature. A sensitivity study has been done to examine the
effects of varying climatic conditions and to see if they modify the
general qualitative trends noted. Finally, an attempt has been
made to examine the fogging performance parametrically by di-
viding the selected machines into the three classes of gas turbines.

Some of the main observations include:

• there exists a correlation between performance parameters
and main gas turbine design parameters as a result of fogging. The
performance parameters included, power boost, heat rate, fuel
flow rate, fog water flow rate per unit power boost and compressor
temperature rise per unit specific power boost. Design parameters
considered were the specific work, turbine inlet temperature, over-
all cycle pressure ratio, and net gas turbine work output ratio.

• the study consistently showed that gas turbines with low val-
ues of specific work and turbine inlet temperature have a higher
power boost and heat rate improvement compared to machines
with higher corresponding values.

• the analysis of the effects of ambient conditions clearly
showed that, as expected, higher performance improvements are
achieved using high pressure fogging at higher ambient tempera-
ture and lower relative humidity. In addition, the aeroderivative
gas turbine, under all ambient conditions and at different fogging
conditions, provided, in general, higher performance improvement
in comparison to the industrial gas turbine. Exceptions, if any, to
the observed trends have been identified.

• a comparison of gas turbines, by classifying them into three
categories-traditional, advanced and aeroderivative, showed that
aeroderivative machines indicated a higher performance improve-
ment. This observation was consistent with the results obtained by
analyzing two specific gas turbines. One of the plausible reasons
can be the low value of the compressor temperature rise per unit
specific power boost for aeroderivative machines compared to the
advanced and traditional gas turbines.

The results are presented in a format that can be useful to the
gas turbine users, as all relevant performance parameters have
been correlated with the commonly available gas turbine design
parameters. These results are relative and any specific application
of high pressure inlet fogging would have to be independently
evaluated to determine the specific performance behavior. Yet, it
can be stated that the study has yielded some important data in
understanding the behavior of gas turbine engines to the effects of
high pressure inlet fogging.
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Nomenclature

EGT 5 exhaust gas temperature~°C!
HR 5 heat rate~kJ/kWh!
ma 5 air mass flow rate at the gas turbine inlet~kg/s!
mc 5 total flow at compressor inlet in presence of fog-

ging ~kg/s!
m_f 5 fuel flow rate,~kg/s!

m_fw 5 fog water flow rate, Liters/hr
m_fw 5 m_fw /DP, fog water flow rate per unit power

boost~Liters/kW-hr!
P 5 net power output~kWe!

Pd 5 compressor discharge pressure~bar!
PR 5 cycle pressure ratio
RH 5 relative humidity~%!

T 5 temperature~°C!
TAmb 5 ambient temperature~°C!

Td 5 compressor discharge temperature~°C!
TET 5 exhaust gas temperature~°C!

Ti 5 compressor inlet temperature~°C!
TIT 5 inlet temperature to the turbine first stage nozzle

~°C!
W 5 ISO specific work~kW-s/kg!

Wc 5 compressor work input~kW!
Wn 5 (Wt2Wc), turbine net work output~kW!
Wt 5 turbine work output~kW!

W_N 5 (Wt2Wc)/Wt , net turbine work output ratio
W_C 5 Wc /Wt , compressor work input ratio
DHR 5 percent change in heat rate with respect to the

base case~for the base case, this parameter is
with respect to the ISO condition!

D~DHR! 5 difference, expressed in percent compared to the
industrial gas turbine, of percent change in heat
rate with respect to the base case~for the base
case, this parameter is with respect to the ISO
condition!

Dm_f 5 percent change in fuel flow consumption with re-
spect to the base case

DP 5 power boost due to inlet fogging, kW
DP_N 5 percent change in net power output with respect

to the base case~for the base case, this parameter
is with respect to the ISO condition!

D(DP_N) 5 difference, expressed in percent compared to the
industrial gas turbine, of percent change in net
power output with respect to the base case~for
the base case, this parameter is with respect to the
ISO condition!

DT_C 5 (Td2Ti)* mc /DP, compressor temperature rise
per unit specific power boost~°C-kg/kW-s!

h th 5 LHV cycle efficiency~%!

Acronyms

CCPP5 combined cycle power plant
EPC 5 engineering, procurement and construction
GT 5 gas turbine

HRSG 5 heat recovery steam generator
ISO 5 international standard organization

LHV 5 lower heating value
OS 5 overspray

RPM 5 revolution per minute
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Appendix

ISO Performance and Some Design Data for the Selected Gas Turbines
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Systematic Assessment of
Combustion Turbine Inlet
Air-Cooling Techniques
The current study is centered on assessing the benefits of incorporating combustion tur-
bine inlet air-cooling systems into a reference combustion turbine plant, which is based on
a simple cycle under base load mode. Actual climatic conditions of a selected site were
examined thoroughly to identify the different governing weather patterns. The main per-
formance characteristics of both refrigerative and evaporative cooling systems were ex-
plored by examining the effect of several parameters including inlet air temperature,
airflow-to-turbine output ratio, coefficient of performance (for refrigerative cooling sys-
tems), and evaporative degree hours (for evaporative cooling systems). The impact of
these parameters was presented against the annual gross energy increase, average heat
rate reduction, cooling load requirements and net power increase. Finally, a feasibility
design chart was constructed to outline the economic returns of employing a refrigerative
cooling unit against different prescribed inlet air temperature values using a wide range
of combustion turbine mass flow rates.@DOI: 10.1115/1.1805008#

1 Introduction

The performance of a combustion turbine is inherently tied to
ambient air conditions. Gas turbine output suffers significantly at
increased temperature levels due to the reduced available combus-
tion air mass flow rate. On the contrary, cooled denser air gives
the system a higher mass flow rate and pressure ratio; resulting in
an increase in combustion turbine output and usually an overall
increase in the system efficiency. In addition, the emission per
kWh is reduced as lower exhaust temperatures are attained. This
will consequently result in reducing the environmental impact of
such units. Recently, combustion turbine inlet air cooling systems
have received considerable attention as a viable design option in
increasing power output. Such cooling systems bring the combus-
tion turbine units to operate close to manufacturer design condi-
tion and in some cases, independently of climatic conditions.

The available technologies today are classified either under
evaporative or refrigerative type cooling systems. The aforemen-
tioned include water-through-media and fogging options while the
latter include continuous cooling, direct expansion, and liquid and
absorption chillers. Moreover, absorption chillers can be either
driven by waste heat or electricity, which are often coupled with a
thermal energy storage system to capitalize from the lower cost of
the off-peak generated electricity. In general, evaporative type
systems are viewed to be suitable for hot and dry climates since its
cooling capability is limited to the ambient wet bulb temperature,
which subsequently places a cap on the recovered power. How-
ever, it has several advantages such that it requires minor modifi-
cations to the inlet house, low capital installation cost~US$50–
100 per incremental kW!, and it carries a high reliability and a
low operating and maintenance~O&M ! cost. On the contrary, re-
frigeration systems are complex and require much higher capital
investment~US$200–400 per incremental kW! and O&M cost.
However, their applications are not constrained by the wet bulb
temperature value and, thus, higher power augmentation can be
achieved.

Several investigations, such as Van Der Linden and Searles@1#
and Utamura et al.@2#, have reported on the current available
technologies and their associated economic feasibility studies.
Moreover, De Lucia et al.@3#, Loud and Staterpryce@4#, Jolly
et al. @5#, and Stewart@6# have all, among others, discussed vari-
ous techniques that are currently employed for cooling the inlet
air. Also, they have highlighted several economic factors relevant
to introducing such options into a combustion turbine system.
Indeed, the installation and running costs must be weighed against
the expected revenues generated from the additional gained out-
put. Furthermore, Daryl et al.@7# presented the effect of thermal
energy storage~TES! system on inlet air cooling economics and
identified the preferable storage technologies for different appli-
cations. Recently, Chaker et al.@8# have reported on the evapora-
tive cooling hours potential using the inlet fogging technique for
various cities across the United States.

Our survey of the literature has shown that most of the reported
studies have either focused on highlighting available technologies
in the market or were tailored to the implementation of a given
combustion turbine inlet air cooling~CTIAC! system to a particu-
lar station. In principle, the selection of a CTIAC system for an
existing station would require studying the behavior of several
key design factors. These include detailed climatic conditions,
airflow-to-turbine output ratio, turbine performance in terms of
power output and heat rate, turbine operation mode, and the ex-
pected hours of operation. Definitely, there exists a lack of infor-
mation on the most suitable CTIAC system in terms of effective-
ness and economic feasibility in a broad region. Such a study
might ultimately recommend a blend of CTIAC systems to meet
the various design conditions.

The main objective of this study is to highlight the associated
benefits of employing either an evaporative or a refrigerative
CTIAC option under various weather patterns. The choice of the
most suitable system~s! will be based on technical and economical
considerations. The current study will provide an overview of the
potential of CTIAC systems in the Arabian Gulf region as it rep-
resents one of the most severe climate conditions around the
globe. Furthermore, the United Arab Emirates~UAE! will be con-
sidered for performing the details of the investigation as a repre-
sentative sample of the regional climate. The undertaken assess-
ment measures carried out in this study, however, can be
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systematically extended to other countries even outside the region
once detailed weather data are obtained. The objectives sought in
the undergoing study are achieved by first identifying the weather
information in the chosen area in order to categorize the different
existing weather patterns and accordingly propose proper weather
design conditions. Next, the performance of a selected number of
CTIAC systems are evaluated over a range of prescribed inlet air
temperature values by closely examining their impact on the pre-
dicted annual gross energy increase, average heat rate reduction,
cooling load requirements, and net power increase for a reference
plant. The current study is concluded by portraying a ‘‘design
chart’’ that identifies the economic feasibility of a particular
CTIAC option for a broad range of combustion turbine~CT! mass
flow rates.

2 Overview of Power Industry in the Arabian Gulf
Region

This region, which is located in the southwestern part of the
Asian continent, comprises six Arabian countries on the western
side of the Gulf~Bahrain, Kuwait, Oman, Qatar, Saudi Arabia,
and UAE! and Iran lying on its eastern side. The region is char-
acterized by several common patterns. These include severe sum-
mer conditions~hot and humid in the coastal areas becoming hot
and dry inland toward the arid areas! and scarce water resources
~58% of the world’s desalinated water is produced in this region!.
The UAE alone, for instance, has invested over 1.2 billion dollars
last year in the electricity and potable water generation sector.
Moreover, the region has shown a great demand for electric power
in the past decade due to the rapid growth in both the industrial
and commercial sectors. Increased domestic consumption of elec-
tricity coupled with volatile swings in peak loads has increased
demand for electric power in the region. This phenomenon is fur-
ther escalated given the relatively low and flat imposed energy
tariff ~;US$0.04/kWh!, which is subsidized by the local govern-
ments.

Many of the region states have undertaken measures for de-
regulating and privatizing the power generation industry to lift the
burden associated with the installation expenditures of new units
to meet the hike in electric power demand. The total electric
power generation in the region is estimated at 49.4 GW~Bahrain
1.1 GW, Kuwait 9.3 GW, Oman 2.1 GW, Qatar 1.9 GW, Saudi
Arabia 25 GW, and UAE 10 GW! with an average annual growth
exceeding 4%. It is also worth noting that the generating capacity
for Saudi Arabia alone is forecasted to double by 2020 at a cost of
more than 4.5 billion dollars per year. Our survey has indicated
that the power stations in the region are mainly comprised of
combustion turbines and combined cycle plants with diesel units
as emergency backups. The CT units are widely used for base and
peak loads and are heavily favored owing to the relatively cheap
input fuel cost, which is abundantly available in the region. It is
roughly estimated that at least 65% of the total installed generat-
ing units in the region are gas turbine based. This should definitely
build an appreciation for the need to tackle the problem of power
output deficiency during hot periods.

Although the information at hand is sketchy, several attempts
were made to incorporate CTIAC systems into a few of the cur-
rent stations in place. Despite its growing popularity in the gas
turbine plants, CTIAC’s have not been implemented on a wide
scale in the Arabian Gulf region. One example of such installed
units is a refrigeration cooling system that is already in the evalu-
ation phase in Al-Qaseem plant in Saudi Arabia. The cooling unit
is based on ice storage with a peak cooling capacity of 19,000
tons of refrigeration~TOR!, which is equivalent to 66,500 kW.
The system is intended to boost the output of six new GE frame
7EA combustion turbines from 57 MW each in peak summer con-
dition to 77 MW each turbine.

3 Modeling of Climatic Data
Often the weather design conditions are specified in terms of

dry bulb temperature~DBT! and relative humidity~RH!. Attempts
to average these two parameters separately to select the design
conditions may lead to improper design of the cooling system,
which will impact its economic feasibility. It is commonly per-
ceived that the size of refrigeration equipment is proportional to
the increase in the ambient wet bulb temperature~WBT!. Indeed,
a region identified with ‘‘high humidity’’ places a cap on the ef-
fectiveness of evaporative cooling systems. However, significant
turbine capacity can be recovered in high humidity regions when
utilizing refrigerative cooling systems. Designers are also tempted
to size a refrigerative cooling system based on the highest re-
corded DBT and RH values or the highest DBT and lowest RH
when incorporating an evaporative cooling system. Since such
extreme conditions may never exist in nature, the designed plant
may likely end up more expensive due to over predictions.

It is interesting to note that high RH conditions rarely occur
with high DBT values as RH has a marked systematic diurnal
variation opposite to the temperature. In fact, the moisture-holding
capacity of air depends on its temperature and, thus, warmer air
can hold more water vapor than cooler air. Accordingly, relative
humidity is highest during the cool morning and evening hours
and lowest in the hot afternoon hours. In order to properly model
the climate conditions for a particular location, it is advisable that
the temperature profile in that site be gathered for the past 20 to
30 years based on hourly-recorded data. Then, the average wet
and dry bulb coincident temperatures can be sorted out for further
analysis to be carried out.

It is a common practice that the design enthalpy~h! value is
generally overlooked by the DBT condition. This will subse-
quently lead to significant flaws in estimating the size of the se-
lected system. In fact, the design condition should be specified in
terms of the maximum registered coinciding values for both DBT
and WBT that will correspond to the maximum enthalpy value at
a given time slot. This will accordingly present the upper bound
for the selected cooling system. Also, it is equally important to
identify the lower bound to seal the operating envelope of the
cooling system. Such a limit can well be the ISO condition, which
is defined at DBT559°F ~15°C! and RH560%. However, a de-
signer might be even tempted to increase the power output above
the rated capacity by cooling the inlet air below ISO condition. In
particular, attempts to operate below 42°F~5.6°C! would be run-
ning the risk of ice formation on the bell-mouth, which might
flake off to ultimately damage the compressor blades. Further-
more, the revenues generated from the additional increase in out-
put power upon suppression of inlet air temperature to ISO con-
dition or even lower might not be worth the investment to begin
with.

The actual weather data in UAE recorded in the year 2000 were
chosen as a basis for performing the analysis in this study. These
data were obtained from the Metrological department at the Min-
istry of Transportation. Upon mapping the weather information
obtained for the different geographical areas, three distinct
weather patterns were recognized. Moreover, these weather pat-
terns were found to fall under three main cities, namely Al-Ain
~pattern I!, Abu Dhabi~pattern II!, and Fujairah~pattern III!. Giv-
ing the massive number of data at hand, the daily weather data for
each pattern was categorized in one-degree intervals while the
subsequent analysis of energy, power and heat rate is based on
five-degree intervals.

Figure 1 represents the cumulative hours per year for the re-
corded DBT and WBT values in the three patterns considered. The
qualitative assessment of the data indicates that pattern I is very
hot and relatively dry, pattern II is very hot and humid, whereas
pattern III is hot and very humid. This is not surprising giving that
pattern I represents the inward arid areas while patterns II and III
represent the coastal area lying on the Arabian gulf and Oman
gulf, respectively. The figure also shows that the margin between
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DBT and WBT for pattern I is noted to be the highest. In addition,
pattern I tends to enjoy low WBT values which would encourage
the application of evaporative cooling over the refrigerated one
and the vice versa is true for pattern III. It is interesting to note
that although patterns I and II portray higher DBT values, the
frequency of registered DBT values between 95 and 110°F~35.0
and 34.3°C! in pattern III is much higher. Another observation is
that DBT registered in pattern III was associated with higher WBT
than other patterns for approximately 50% of the annual hours,
which signals the existence of long periods of high humidity lev-
els.

Pinpointing such observations are crucial in understanding a
given weather pattern, which ultimately aids in the selection pro-
cess of the most suitable CTIAC system. On top of this, Fig. 1 is
very beneficial in terms of identifying the number of hours that
inlet air cooling will be in operation for a prescribed cooling set
point. For instance, if the desired inlet air temperature~IAT ! is set
to 75°F ~23.9°C!, the cooling hours for patterns I, II, and III will
be 6152, 6152, and 6978 hours, respectively. However, if the pre-
scribed cooling point is further lowered to 65°F~18.3°C!, a
CTIAC system under patterns I, II, and III will be in operation for
over 87%, 90%, and 98%, respectively, of the total annual avail-
able hours. These depicted hours clearly indicate that the selected
CTIAC system will be required to operate for quite long hours or
even continuously year around depending on the prescribed IAT
value. It is evident that the longer operation hours will bring about
higher energy output increase and, consequently, improve the eco-
nomic feasibility of the cooling system.

Upon weather data reduction, an operating envelope is con-
structed, as listed in Table 1, for the three investigated patterns.
The mean value is the arithmetic average of the parameter over
the summer period May–September~total 3,672 hours!. One may

deduce from Table 1 that weather pattern I is considered to be the
hottest~highest mean value of DBT! while weather pattern III is
the wettest~highest mean value of WBT! and are accordingly
associated with the highest mean value of enthalpy. The maximum
values recorded for DBT, WBT, andh in Table 1 will be consid-
ered as the design conditions for each respective pattern. Accord-
ing to the maximum design conditions, weather patterns I, II, and
III will lend a dew point temperature~DPT! of 83°F ~28.3°C!,
90°F ~32.2°C!, and 91°F~32.8°C!, respectively.

Figure 2 demonstrates the cumulative hours of computed am-
bient enthalpy for the three patterns. It can be seen from the re-
sults that pattern III has more than double the accumulated hours
of high enthalpy values@over 40 Btu/lb~167.4 kJ/kg!# as com-
pared to the other patterns. This difference is even more pro-
nounced for higherh values. This is attributed to the relatively
lower DBT and higher WBT values registered under this pattern.
Since inlet air cooling may be attempted to a baseline enthalpy of,
for example, 25 Btu/lb~104.7 kJ/kg!, the potential for a year
round CTIAC operation in the different patterns is vivid.

In order to obtain proper insight into the potential of incorpo-
rating an evaporative cooling system, an appraisal of the UAE
weather data under pattern II is carried for its hottest months; May
through September. This is typically achieved by plotting the cu-
mulative evaporative cooling degree hours~ECDH! for each
month against different desired IAT values, as shown in Fig. 3.
The parameter ECDH is a measure for the potential of evaporative
cooling at a given IAT value. It is typically defined as the sum-
mation of the margin between DBT and WBT multiplied by the
number of corresponding hours. As can be seen in Fig. 3, the
months of July and August carry the largest ECDH values. This is
likely to be attributed to the large difference in these two particu-
lar months between the registered DBT and WBT at any given

Fig. 1 Annual cumulative hours recorded for DBT and WBT under the three weather patterns

Table 1 Operating weather envelope for UAE

Pattern

DBT ~°F! WBT ~°F! h (Btu/lb)

Max Min Mean Max Min Mean Max Min Mean

I 120 50 97 83 45 70 47 18 34
II 120 50 94 90 45 77 55 18 40
III 110 58 93 91 50 82 57 18 46
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IAT. The evaporative cooling potential is found to increase with
the reduction of achievable IAT up to 65°F~18.3°C!, where the
curves tend to level implying that further reduction in IAT value
can not be achieved. This observation signals that it will not be
permissible to obtain further gains as the remainder of the regis-
tered WBT is apparently above 65°F~18.3°C!. Moreover, it is
noted that the ECDH values computed for the month of May
surpass those predicted for the months of June and September
when IAT is lowered below 74°F~23.3°C!. This implies the avail-
ability of lower registered WBT than 74°F in May, which conse-
quently makes it more beneficial at such a prescribed IAT value.

4 Technical Feasibility of CTIAC Systems
The analyses associated with power output improvement and

the relevant economic returns of employing different CTIAC op-
tions will be carried out here using the documented weather data
year around for refrigerative cooling systems and for the months
of May through September for evaporative cooling systems.
Needless to say that implementing a CTIAC option will be even

more lucrative in terms of economic returns when extending the
analyses to a full year. Although a CT power output is inversely
linked with IAT value, the designer must limit the cooling of the
inlet air to 42°F ~5.6°C! to avoid potential icing problems as
stated earlier. Hence, the designer should carefully select the cool-
ing range where maximum power increase can be attained without
causing damage to the CT unit.

4.1 Analyses of Output Augmentation Using Refrigerative
Cooling. In order to develop an appreciation for the implemen-
tation of a refrigerative cooling, a sample case study is examined
first under a proposed ambient design conditions of 120°F
~48.9°C! DBT and 86°F~30°C! WBT. The corresponding dew
point temperature~DPT! in this case would be 75°F~23.9°C!. A
simple-cycle industrial CT ‘‘GE frame 5EA’’ is considered in this
regard with 26.3 MW output and an inlet air mass flow rate of
650.6 lb/s~295 kg/s! at ISO condition, which translates into an
inlet specific air mass flow rate~Q! of 35 lb/h/kW~15.9 kg/h/kW!.
In addition, the variation of power output and heat rate versus IAT

Fig. 2 Annual cumulative hours recorded for enthalpy under the three weather patterns

Fig. 3 Cumulative evaporative cooling degree-hour for weather pattern II
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may follow the characteristic of any manufactured combustion
turbine. In this study, the characteristics of the power output, heat
rate, inlet air mass flow rates and their pertinent correction factors
were all accounted for based on the documented report of Brown
et al. @9#. The Appendix lists the technical specifications of the
turbine used and the associated corrections factors. Moreover, a
refrigerative cooling system was incorporated with an assumed
average overall coefficient of performance~COP! of 4.0, which is
typical for cooling system utilizing water chillers.

4.1.1 Effect of IAT. Upon setting a prescribed inlet air tem-
perature, the obtained data can be used to determine the ‘‘cooling
degree hours’’~CDH numbers! for each hour of the year. This
subsequently allows a turbine operator to make a very detailed
and accurate analysis of potential power gain from inlet air cool-
ing. The results shown in Fig. 4 encompass the main characteris-
tics of a CTIAC system. For a prescribed IAT set above DPT, the
incremental increase in the increased power is found to be much
higher than the parasitic~consumed! power. This observation is
further manifested as the IAT value is lowered closer the design
DPT. This is attributed to the fact that cooling is mainly achieved
by sensible heat removal mechanism for IAT above DPT value.
However, once the prescribed IAT dips below DPT, a drop is
noted in the slope of net power increase curve, which reflects that
more power has to be consumed to overcome the additional cool-
ing requirement for the moisture~latent heat! removal. In addi-
tion, the net power increase curve climbs at a slower pace once

IAT is lowered below DPT, which indicates that additional power
can still be recovered much below DPT value. In calculating the
cooling load and other relevant parameters, 10% of the cooling
requirement for CT inlet air is allowed as a provision for cooling
the generator and lube oil systems.

Next, the estimated annual gross and consumed energy increase
per MW output under ISO rating is plotted against the desired IAT
for the three investigated patterns as depicted in Fig. 5. Overall,
all three patterns were found to score similar gross energy gains
for the given IAT range with pattern I attaining the highest values
for IAT greater than 60°F~15.6°C!. The annual gross energy in-
crease under pattern III is noted to slightly surpass those predicted
in pattern I for IAT values less than 60°F~15.6°C!. In addition,
pattern III results show almost null increase in annual gross en-
ergy for IAT>100°F ~37.8°C! while it picks up noticeably for
lower IAT values. An increase by 2.3, 2.56, and 2.71 fold can be
attained for patterns I, II and III, respectively, if IAT is lowered
from 80°F to 65°F~26.7 to 18.3°C!. Obviously, the additional
gain in annual energy should be weighed against the expenses
associated with the consumed energy to overcome cooling load
requirements. Thus, the annual consumed energy based on the
predicted cooling load was annexed to the figure at hand. The
consumed energy predictions follow a similar trend to that of the
gross increase. At an IAT of 65°F~18.3°C!, the consumed annual
energy to the gross increase values for patterns I, II, and III rep-
resents 14.6%, 20.5%, and 23.8%, respectively. The relatively

Fig. 4 Typical inlet air temperature impact on the cooling load component

Fig. 5 Variations of the annual gross and consumed energy predictions using refrig-
erative cooling
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higher energy consumption estimated for patterns III is attributed
to the frequent recording hours of DBT in the range of 95–110°F
~35.0–43.3°C! that coincide with high WBT as noted earlier. This
will subsequently prolong the CTIAC operating hours to reach the
desired IAT of 65°F~18.3°C!.

The above observations prompt us to further examine the
implementation of the selected CTIAC under the different weather
patterns. The cooling capacity for the chosen CTIAC to achieve a
desired IAT for each pattern is shown in Fig. 6. The figure also
displays the net power increase in kW per MW~ISO! at the de-
sired IAT. It should be mentioned that the parasitic power is cal-
culated based on 25 lb/h/kW~11.3 kg/h/kW! airflow rate while
maintaining the same overall COP of 4.0 for the cooling system.
The results show that the different patterns considered to be gov-
erned with similar characteristics. As illustrated in Fig. 6, the
cooling load is inversely proportional to the desired IAT value.
Obviously, cooling load requirements tend to be insignificant up
to the DPT value. This is due to the fact that the cooling load
requires merely sensible heat removal as pinpointed earlier. Ac-
cordingly, the estimated parasitic power in this range tends to
increase slightly with the decrease in IAT value. Further reduction
in the desired IAT will require moisture removal, which will bring
up the contribution of the latent load into effect. The latent load
dominates the overall cooling load requirements once IAT dips
below the DPT owing to the massive amount of moisture that
needs to be carried away. Consequently, the parasitic power con-
sumption increases remarkably, which will negatively impact the
net power increase as depicted by the reduction in its slope for
IAT less than DPT. It should be pointed out here that appreciated
increase in cooling load is not likely to coincide with the maxi-
mum stated DPT values for each pattern since very few recorded
hours are typically associated with high WBT values, which are
close to maximum design conditions. Instead, cooling load de-
pends on the distribution of the majority of WBT recorded.
Hence, the inlet air temperature corresponding to significant in-
crease in cooling load per pattern is shown to occur below the
maximum design DPT.

Clearly, the DPT value for any pattern plays a detrimental role
in the desired IAT value if high net power increase is sought. In

this regard, pattern III demonstrates the least increase in the net
power output while demand the largest cooling capacity, which is
attributed to the onset of latent load at a relatively high IAT of
91°F ~32.8°C!. By the same token, patterns I and II are found to
score an equal net power increase for IAT>82°F ~27.8°C!. Upon
further reduction in IAT, however, the net power increase in pat-
tern II surpasses its counterpart in pattern I. This is likely attrib-
uted to the higher DPT registered for pattern II. The net power
increase for the different patterns is shown to attain the same
proportions for IAT<60°F ~15.6°C!. It is worth noting that the
considered CTIAC operating at IAT equals to 50°F~10.0°C! re-
covers up to 240 kW/MW~ISO! under pattern I, 210 kW/MW
under pattern II, and only 170 kW/MW under pattern III. These
values correspond to a net power increase of 24%, 21%, and 17%,
respectively.

In a similar manner, the average reduction in the annual heat
rate and the corresponding fuel saving are depicted in Fig. 7. The
fuel cost for natural gas was taken at a rate of 1.1 US$/106 Btu
~US$/293kWh!, which is common for UAE. The results show a
significant reduction in the heat rate for a CT unit located in any
of the three patterns once lower IAT values are taken into consid-
eration. For instance, an increase of over three fold is achieved in
all patterns for incorporating IAT values up to 65°F~18.3°C! as
compared to 85°F~29.4°C!.

4.1.2 Effect of Turbine AFTOR and Cooling System COP.In
order to further highlight the power augmentation upon incorpo-
rating a refrigerative cooling system, two important performance
characteristics will be varied to perform a case study. One perti-
nent characteristic will be selected for the CT units and another
for the refrigerative cooling system. These characteristics are the
rated airflow-to-turbine output ratio~AFTOR! and the coefficient
of performance~COP!, respectively. In addition, pattern I will be
chosen for conducting this case study. First, the influence of AF-
TOR on the power enhancement will be examined.

As shown in Fig. 8, the percentage increase in output power
against desired IAT is plotted for different AFTOR values. It is
apparent from the graph that the CT unit tagged to the lowest
AFTOR accomplishes the highest power increase. Attempts to fur-

Fig. 6 The cooling load demand and net power variation using refrigerative cooling
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ther cool below the registered DPT for this case study will result
in the decline of the percentage of power increase. One would
need to be cautious though when tempted to cool much below
DPT, which might offset the power gains due to substantial in-
crease in cooling system capacity. Next, the impact of incorporat-
ing different refrigerative cooling system is examined through em-
ploying different COP values, which are typical for the available
commercial units in the market. It is evident, as depicted in Fig. 9,
that the percentage increase in power is proportional to the COP
of the cooling system. It is interesting to note here that cooling

systems with COP.6 do not show sensitivity to the reduction in
IAT below DPT due to their relatively large cooling capacities.

4.2 Analyses of Output Augmentation Using Evaporative
Cooling. The attention will now be shifted towards appraising
the impact of incorporating an evaporative cooling system on the
reference CT plant. From a theoretical standpoint, a CT unit that is
cooled by an evaporative system should receive air at a tempera-
ture equivalent to the ambient air WBT. However, the actual IAT
is few degrees higher than ambient WBT depending on the cool-

Fig. 7 The percentage average heat rate reduction and the corresponding annual fuel
saving for different desired IAT values

Fig. 8 Effect of AFTOR on the power increase under weather pattern I
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ing system efficiency and cooling effect of air, i.e., the tempera-
ture difference between DBT and WBT. As such, CT output un-
controllably varies with the ambient air humidity. From an
operational perspective, feasibility of an evaporative cooling sys-
tem is limited by the lowest IAT that can be achieved and the
stability of this temperature during the period considered. For ex-
ample, under pattern I as presented in Fig. 10, operators can guar-
antee to run the turbine continuously at IAT<80°F ~26.7°C!
around the summer season, while this is only guaranteed for IAT
,77°F ~25°C!. Hence, turbine output will be disturbed for
roughly one percent of total summer hours~37 hours!. Although
1% less availability is a sound design criterion, this might not be
acceptable for some operators. The elliptic symbols depicted on
the lines represent the authors’ preference for selecting suitable
design criteria for evaporative cooling systems. Another conclu-
sion drawn from Fig. 10 is that evaporative cooling can in the
worst situation reliably guarantee to cool down IAT to 87°F
~30.6°C! or less under pattern III while one can achieve 77°F

~25°C! or less under pattern I. This indicates that CT output power
can be increased from 8%~pattern III! to 15%~pattern I!. Further
output enhancement can be achieved but at the cost of operating
the CT for longer hours with partial cooling taking place. This
further strengthens the argument that an evaporative cooling sys-
tem would be a more attractive option in dry zones, where a
significant number of the recorded hours with low WBT dominate
the annual weather data.

Similarly, the increase in the annual gross energy predictions
for different desired IAT is demonstrated in Fig. 11. The obtained
results reinforce the arguments constructed above. In essence, pat-
tern I is predicted to possess the highest gains due to the fact that
is retains the highest number of relatively low WBT year round.
This will consequently translate into higher ECDH value and,
thus, higher annual energy increase. Apparently, all three patterns
tend to become less effective in their potential at lower IAT values
as the WBT recorded for the respective patterns are essentially
above the desired IAT value.

Fig. 9 Effect of cooling system COP on the power increase under weather
pattern I

Fig. 10 Variations of the power increase and hours of cooling using evaporative cooling
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5 Economic Feasibility of CTIAC Systems
The economic evaluation criteria may vary from one power

producer to another. However, the major factors that influence the
economics of a project are the additional output, installation costs,
maintenance, tariff structure, fuel costs, generated revenues, and
incentives awarded for meeting or exceeding the required output.
All these factors contribute to total revenues and should be prop-
erly accounted for in any economic assessment. In addition, the
cost of an inlet cooling system is often evaluated in terms of US$
per kW of power increase. This can be misleading when we com-
pare between different options because the output enhancement as
a result of inlet air cooling varies with the ambient condition, size
of the turbine, AFTOR and other project specific factors such as
constructability, generator capacity and lubrication system. Hence,
a more appropriate method of evaluating the economic feasibility
of a cooling system is through a cost benefit analysis in which the
additional revenues are calculated as a result of additional mega-
watt hours, fuel savings and gain in steam production. In this
regard, payback and savings are two important factors to judge the
economic feasibility of a project. Savings or net present worth
value calculations are another way of determining how much can
be saved over the life span of the cooling equipment or the tur-
bine; whichever is shorter, with the proposed option.

The current study is wrapped by examining the feasibility of
incorporating a refrigerative cooling system for CT units of dif-

ferent mass flow rates. The capital installation cost of such a cool-
ing system is currently estimated at an average price of US$ 2000/
TOR ~;US$ 570/kW!. A proper cost estimation model should
incorporate the additional cost incurred for cooling requirements
of the generator and other auxiliaries. With the new installation
cost of a CT unit operating under a simple-cycle configuration
being currently around US$ 400–600/kW, it is possible to con-
struct a ‘‘feasibility chart’’ that outlines the domain where the
installation of a CTIAC system can be economically justified.
This feasibility chart is illustrated in Fig. 12 for a CT unit located
in weather pattern I with different mass flow rate~Q! scenarios.
All mass flow rate scenarios are shown to fall below the US$
400/kW ~based on the capital investment! for IAT greater than
DPT with the ones with lowQ values being the most feasible.
This is expected giving that CT units are sensitive to the amount
of Q values. Furthermore, attempts to further cool below the DPT
show that the CT units with the relatively highQ values to exceed
the installation kW cost limit. This becomes even more pro-
nounced if it is intended to reduce IAT below the ISO rating as
suggested in several previous studies. It is obvious that the eco-
nomic return of the net output gain is offset by the escalation in
the cooling system capacity, which results in a higher investment
cost.

Fig. 11 Variations of the annual gross energy predictions using evaporative
cooling

Fig. 12 Economic assessment of a refrigerative cooling system operating under different
desired IAT values
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6 Conclusion and Recommendations
The current investigation is concerned with the implementation

of a combustion turbine inlet air cooling technique in order to
improve its performance under elevated temperature conditions.
This was achieved by outlining a systematic approach towards
assessing the benefits associated with incorporating refrigerative
and evaporative cooling systems into a reference combustion tur-
bine unit. The analyses were performed on an industrial CT unit
operating on a simple cycle under base load mode. The weather
information in United Arab Emirates was chosen for carrying out
this investigation. Actual hourly based weather data were used for
the sake of establishing weather patterns in different zones and
accordingly proposing weather design conditions.

Another objective was to develop an appropriate methodology
to explore the impact of different CTIAC options for a desired
IAT under different weather patterns. In addition, the impact of
IAT setting on the following parameters was closely examined:
annual gross energy increase, average heat rate reduction, cooling
load requirements and net power increase. The results show high
economic feasibility for installing a CTIAC option when operat-
ing at a desired IAT value, which is in close proximity to the
design DPT for a given weather pattern. Furthermore, it is recom-
mended to set IAT to a constant prescribed value to ensure smooth
operation, especially for base load CT units. What is more, a CT
unit with a small mass flow rate value was found to be very much
economically feasible even upon reducing IAT below the ISO
rating. In general, it is recommended to set the desired IAT be-
tween 60–75°F~15.6–23.9°C! for a good return on the capital
investment of the selected CTIAC system.

The gains in the net power output would be highly appreciated
if the current flat rate for energy bills, which is adopted in most
Arabian Gulf countries, is altered in favor of scheduled charges as
practiced in many other countries. This shall make the savings
obtained in output power more beneficial to power plant authori-
ties, which will accordingly bring more attention to considering
CTIAC options. Finally, it is highly recommended to extend the
current study to cover the rest of the region given the significant
number of installed combustion turbines and new installations that
are planned. Such a study will be greatly viable once pertinent
information related to weather conditions and the performance
characteristics of the operating combustion turbines are obtained.

To summarize, the following recommendations are highly ad-
vised based on the outcome of the current investigation:

• CTIAC systems to be considered as a standard practice with
the new gas turbines installations in UAE, while existing gas tur-
bines installations to be retrofitted to include suitable CTIAC op-
tions based on a case by case life cycle analysis.

• Evaporative cooling to be considered whenever the required
power increase lies between 8% and 15%. Furthermore, evapora-
tive cooling to be considered as well for peak load turbines or
where the turbine is required to work at peak load condition for
few hours per day at high temperatures.

• Refrigerative cooling to be employed for sustainable power
augmentation in the range of 10–25%, while cooling should be
limited to not more than 10–15°F below the design DPT unless
power increase ratio is intended to meet a certain target.

• Thermal energy storage~TES! to be considered with the peak
load turbines.
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Nomenclature

AFTOR 5 air flow to output ratio
CDH 5 cooling degree hours

COP 5 coefficient of performance of a refrigerative
cooling system

CT 5 combustion turbine
CTIAC 5 combustion turbine inlet air cooling

DBT 5 dry bulb temperature
DPT 5 dew point temperature

ECDH 5 equivalent cooling degree hours
h 5 enthalpy

IAT 5 inlet air temperature
ISO 5 International Organization for Standardization

Q 5 specific mass flow rate per kW output
RH 5 relative humidity

WBT 5 wet bulb temperature
TOR 5 tons of refrigeration based on the standard

12,000 Btu/hr

Appendix
The correction factors for calculating these performance char-

acteristics at non-ISO conditions are presented below for simple-
cycle industrial turbine. Up to five adjustment factors~F1 for al-
titude, F2 for dry-bulb temperature, F3 for humidity, F4 for excess
inlet pressure drop, and F5 for excess exhaust pressure drop! are
multiplied by the ISO performance to calculate performance at
non-ISO conditions. The correction factors are valid in the range
42–120°F~5.5–48.9°C!. Beside the correction factors, the follow-
ing technical specifications were used in the analysis:

ISO power output5100 MW
ISO heat rate511,700 Btu/kWh based on HHV
ISO inlet air mass flow rate52,342,346 lb/hr
Power Adjustment Factors:
F151.023.187531025z; z5altitude, feet
F251.2323.87531023 DBT; DBT5inlet air dry bulb tem-

perature, °F
F351.0
F451.024.33331023Pi ; Pi5excess inlet air pressure loss,

inches H2O
F551.021.63431023Pe ; Pe5excess exhaust air pressure

loss, inches H2O.
Heat Rate Adjustment Factors:
F151.0
F250.9518.33331024 DBT if DBT<60°F; F251.011.666

31023 ~DBT260! DBT.60°F
F351.0
F451.011.66631023Pi

F551.021.66631023Pe
Inlet Air Mass Flow Rate Adjustment Factors:
F151.023.187531025z
F251.12822.1731023 DBT
F351.0
F451.022.33331023Pi
F551.0
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Introduction
The knowledge of compressor behavior in deteriorated, faulty,

and critical working conditions is of great importance in order to
evaluate the gas turbine health state. In literature, various math-
ematical models can be found to simulate different types of com-
pressor deterioration, such as fouling and blade erosion@1–7#, and
critical working conditions, such as rotating stall and surge,
whereas the availability of experimental data on these subjects is
quite poor@8#. In particular, information on the correlations be-
tween measurement and parameter variations and common faults
or malfunction~such as fouling! is difficult to find.

The lack of experimental data is mainly due to the high costs
required to perform experimental campaigns on large-size com-
pressors, in particular when critical working conditions and the
presence of faults have to be investigated. However, qualitative
information on compressor behavior may be obtained by testing
small size compressors. The information obtained on these ma-
chines may be used to better understand the physical phenomena
and to validate mathematical models. These models may be then
applied to larger compressors by using adequate scaling rules.

In this context, a multistage compressor test facility, fully in-
strumented with a dedicated data acquisition and processing sys-
tem, has been developed to conduct experimental research work at
the University of Ferrara. In particular, the facility has been de-
signed to perform different tasks:

• Compressor steady state characterization, such as perfor-
mance map determination

• Dynamic and acoustic analyses aimed at the investigation of
compressor behavior in transient conditions and in the pres-
ence of unsteady phenomena, such as stall, flutter, surge, etc.

• Analysis of compressor behavior in the presence of inlet fog-
ging and water ingestion

• Investigation of compressor behavior with implanted faults,
such as blade distortion, foreign object damage, tip clearance
augmentation, dirty air ingestion, etc.

In this paper, a description of the test facility and its capabilities
is first presented. Then a systematic description of the uncertainty
analysis procedures required for compressor testing is reported.
Finally, the preliminary performance test results on a small size
gas turbine compressor with six axial stages and one centrifugal
stage are also included.

Experimental Apparatus

Test Rig. The test facility is depicted in Fig. 1. It consists of
an asynchronous reversible electric motor/brake bench, operated
by an inverter@9#. The motor can give a maximum power of 87
kW at 5000 rpm. The bench can be driven either at constant
torque or at constant rotational speed. For the control of the
bench, the torque is measured by means of a load cell, while the
rotational speed is measured through a 1024-impulse-per-round
encoder.

The compressor under test~Fig. 2! is the compressor of the
Allison 250-C18 turboshaft engine and is composed of six axial
stages and one centrifugal stage. The compressor suction diameter
is 0.104 m. At the centrifugal stage exit, two semivolutes~180°
wide! are present, which discharge in two circular outlet sections,
diametrically opposed to each other, and which have a diameter of
0.05 m.

The compressor operates in an open circuit. The inlet section is
an orifice plate, which is used for the measurement of the airflow
rate, followed by a 1.1-m-long~equal to 10 diameters of the com-
pressor suction! pipe. The pipe is used to allow the flow to de-
velop fully after the obstruction. Then, after flowing through the
axial and centrifugal stages, the air exits through the two circular
openings and is fed to a common cylinder in which a butterfly
valve is inserted for compressor mass flow rate control. A step-up
gearbox with a gear ratio of 5.83:1~which was part of the original
gas turbine! is included in the test setup to analyze an extended
range of compressor rotational speeds~up to nearly 30,000 rpm!.

Control and Data Acquisition System. In Fig. 1, the system
for data acquisition and for the bench remote control is sketched.
It relies on two boards@10#:

1. An acquisition board with a 16-bit analog-to-digital~A/D!
converter and a maximum sample rate of 1.2 MHz. Three
signal conditioning cards are connected to this board@11#:
one for pressure transducer, rotational speed, and torque
conditioning, one for thermocouple conditioning, and one
for accelerometer and microphone acquisition and condi-
tioning. The last card is integrated with variable threshold
active low-pass filters.

2. A board for the remote control of the bench, which allows
the control of 16 digital signals and of two voltage output
and two current output channels. By means of this board it is
possible to control the reference signal of the torque and of
the rotational speed and the switching of the inverter.

Measurements. In Fig. 3 the measurements used to deter-
mine the main compressor performance parameters are outlined.
Compressor performance evaluation in steady-state conditions

1Author to whom correspondence should be addressed.
Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38397. Manuscript received by IGTI, October
2002, final revision, March 2003. Associate Editor: H. R. Simmons.
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consists in the determination of compressor performance maps
~which link together pressure ratiobC , efficiencyhC , corrected
mass flowmC , and corrected rotational speednC) and mechanical
powerPC required to drive the compressor.

For the determination of the power required to drive the com-
pressor, the measurements of both torqueTq and rotational speed
NE of the asynchronous electric motor are used:

PE5
2pNETq

60
, (1)

PC5PE2PG . (2)

The gearbox characteristicPG5 f (NE) as determined by driving
the gearbox without compressor and measuring the resisting
torque for a number of electric motor rotational speeds.

The measured parameters used for the determination of com-
pressor performance maps are as follows:

• The compressor mass flow rateMC
• The static pressure at section 2~compressor intake! and total

temperature and static pressure at section 3~compressor dis-
charge! and at section 23~bleed valve located between the
fifth and the sixth axial stage!, shown in Fig. 3.

The determination of static temperatures and total pressures is
performed by solving the following system of equations@12#:

h~T0!5h~T!1
V2

2
5h~T!1

1

2 S M

rAD 2

5h~T!1
1

2 S RTM

pA D 2

, (3)

p05p e@F~T0!2F~T!#, (4)

where the operating fluid is considered as a mixture of perfect
gases~dry air and water vapor! whose specific heat at constant
pressurecp is a function of temperature and gas composition.

Therefore, for each tested operating point it is possible to de-
termine the corresponding point of the compressor performance
maps by using the following equations:

mC5
MCAq

d
, (5)

nC5
NC

Aq
, (6)

~bC! i 2 j5
p0 j

p0i
, (7)

~hsC! i 2 j5
h~T0 js!2h~T0i !

h~T0 j !2h~T0i !
, (8)

~hpC! i 2 j5
ln~p0 j /p0i !

F~T0 j !2F~T0i !
, (9)

Fig. 1 Acquisition and control system

Fig. 2 Compressor of the Allison 250-C18 turboshaft engine
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wherei and j are the inlet and outlet sections, respectively, of the
compressor part considered~i.e., i may be 2 or 23 whilej may be
3 or 23!, q5T0i /T0r , d5p0i /p0r , andNC5rNE .

The definition of the thermodynamic functionf is reported in
the Appendix.

Control and Acquisition Software. For the monitoring, the
data acquisition and the remote control of the test bench a com-
puter program inLABVIEW language has been developed@13#. The
program allows:

• the online monitoring of the compressor through a graphical
interface in which the main control measurements are
reported.

• the storing of all the measurements performed on the test
facility and gathered during every trial. The information is
preliminarily stored in a buffer and subsequently can be
saved either in a formatted or unformatted file.

• the automatic generation of the performance curves, which
can be visualized on the screen by activating a special func-
tion on the control panel.

• the control of the bench and of the test procedures.

Measurement Uncertainty
An uncertainty analysis has been performed in order to assess

the expected errors in the determination of the performance pa-
rameters of the compressor under examination. This analysis,
even though referred to the test facility considered in the paper,
can easily be extended to other practical situations, since the ap-
proach used is general and the obtained results are relative to an
instrumentation similar to that used in field testing.

In the past decade, the correct method of evaluating and report-
ing the uncertainty, and the way in which the uncertainty propa-
gation equation is derived and defined have been thoroughly re-
vised@14, 15#. In particular, the uncertainty propagation equation
has received great attention for what concerns its statistical inter-
pretation, its range of validity and its theoretical foundation. An
exhaustive discussion of different approaches to this matter can be
found in Ref.@16#.

If xi is a single measured parameter, for a given measurement
result y5 f (x1 , . . . ,xn) the most general formulation of the law
of propagation of uncertainty can be written as

uy5A(
1

n

q i
2uxi

2 , (10)

where uy is the combined standard uncertainty of the measure-
ment resulty, uxi

are the individual standard uncertainties associ-
ated with xi , and q i are the sensitivity coefficients defined as
q i5]y/]xi .

For engineering purposes, a widely accepted evaluation of the
individual standard uncertaintyuxi

is still performed by distin-
guishing between uncertainties deriving from systematic effects,
Bi , and from random effects,Pi .1

If all measurements are considered independent of each other
and normally distributed, then

uxi
5ABi

21Pi
25ABi

21~kcSxi
!2, (11)

whereBi andPi are the root sum square of each individual con-
tribution to systematic and random errors, respectively. In Eq.
~11!, the termkc represents the coverage factor that, in the large-
sample approximation, is assumed equal to 2 at the 95% level of
confidence. The termSxi

is the standard deviation ofxi . In the
case for whichxi is obtained by averaging many readings of the
ith measurement parameter, in Eq.~11! the standard deviation of
the meanSx̄ should be used instead ofSxi

, where

Sx̄5
Sxi

An
, (12)

n being the number of repeated readings of the parameteri.
In the open literature, there are relatively few works that report

in detail the actual expected uncertainties in gas turbine and, in
particular, in compressor performance determination. Regarding
compressor performance determination, some useful information
can be found in Ref.@17# ~and in its later revision@18#! and in
Ref. @19#, although they refer to test cases and to examples. One
of the best sources of information on this topic is the work of

1Regarding this topic, the most recent ISO@14# and NIST@15# publications intro-
duced a new uncertainty categorization:~1! Type A uncertainties, those which are
evaluated by statistical methods, and~2! Type B uncertainties, those which are evalu-
ated by other means. In particular, in Ref.@15#, it is strongly recommended that this
new type of categorization should be used and the usual terminology that categorizes
in random/precision and systematic/bias uncertainty should be avoided, in particular
concerning~i! the terms precision and bias, which should be referred to instruments
rather than measurements;~ii ! the use ofuncertaintyin conjunction with systematic
and random as adjectives, since systematic and random are appropriate adjectives of
error. Nevertheless, the usefulness in referring to random and systematic categoriza-
tion is evident, especially in practical situations such as field or experimental testing
in gas turbines.

Fig. 3 Compressor test rig and available measured parameters
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Brun and Kurz@20#, in which field testing uncertainties on gas-
turbine-driven compressors are discussed in detail. In Ref.@20#
qualitative and quantitative information on the expected measure-
ment uncertainties and how they affect parameter determination
accuracy are reported. Other information on this topic can be
found in Ref. @21#. Regarding measurement uncertainty evalua-
tion, Coleman and Steele@16# exhaustively show how to account
for various sources of uncertainty and the way in which they can
be categorized as systematic or random errors. This kind of infor-
mation can also be found in Ref.@15# and in Refs.@17,18#.

In the following, for each thermodynamic and mechanical mea-
surement a detailed uncertainty analysis has been performed. The
most significant features are discussed in detail and finally the
parameter uncertainty is evaluated through the use of Eqs.~10!
and ~11!.

If not specified, errors are considered as percent of the measure-
ment sensor full scale~f.s.!. In Table 1 the detail of the individual
errors on some measurements is reported.

Ambient Condition Measurement. The ambient pressure,
temperature, and relative humidity are measured through an inte-
grated sensor for climate measurements. In particular, the ambient
pressure is measured through an absolute sensor with 1.050 bar
f.s., the ambient temperature through a thermistor and the relative
humidity through a capacitive sensor. Manufacturer specifications
and repeated observations permitted the estimation of the follow-
ing total uncertainties:upamb

50.6% of full scale,uTamb
50.2 K of

the reading,uRH52.0% of the reading.

Pressure Measurement. Five pressure measurements, all
static, are performed. The main sources of errors are the location,
installation, calibration, device, and acquisition@18–20#. The
pressure taps were checked to ascertain the absence of burrs or
slag and, thus, their contribution to total error, which can be re-
markable@22#, has been neglected. Each sensor has been individu-
ally calibrated through a pressure calibrator with an accuracy of
0.01%.

The differential pressure at the orifice plateDpop is performed
through a differential transducer, 0.175 bar gauge f.s. The total
systematic error was calculated as equal to 0.50%, with the major
contribution due to calibration~0.38%! and to location~0.30%!.
The latter value was chosen, even if the measurement is per-
formed with a single sensor, since an annular chamber down-
stream of the orifice plate is used to average the pressure on the
section@23# and the flow entering the device is supposed to be
symmetrical. The estimated standard deviation was set to 1
31024 bar, based on experience and on some repeated measure-
ments. The standard uncertainty for this measurement was thus
calculated as equal to 0.52%.

The compressor intake static pressureDp2 is measured with a
differential transducer, 0.07 bar gauge f.s. Even if only one sensor
is used, the location error was estimated equal to 1.00%, since the
pipe downstream of the orifice plate allows the flow to be quite
symmetrical. The estimated standard deviation of this measure-
ment was set to 231024 bar. The total uncertaintyuDp2

was cal-
culated as equal to 1.23%.

The static pressure at the bleed valveDp23 is measured with a

transducer with 0.4 bar gauge f.s. Only one sensor was used at the
bleed valve of the compressor. Hence, the location error was set as
equal to 2.00%@20# and revealed to be much larger than the other
errors. The estimated standard deviation was set to 831024 bar.
Hence, the location error dominates in the total uncertainty, which
was calculated as equal to 2.08%.

The compressor discharge static pressureDp3 is measured with
two transducers with 1.6 bar gauge f.s. located at the centrifugal
impeller exit. The estimated standard deviation was set to 2
31023 bar. The total uncertaintyuDp3

was calculated as equal to
1.07%. The slight difference withuDp2

was due to the calibration
process, which permitted the achievement of a lower calibration
error ~0.10% versus 0.30%!.

Temperature Measurement. Three identical shielded-type K
thermocouples (TC1 for T023 measurement, TC2 and TC3 for T03
measurement! are used for temperature measurements. The ther-
mocouples are inserted within the airstream and, thus, they mea-
sure the local total temperature of the air.

The thermocouples were calibrated in a thermostatic bath and a
first order ~linear! calibration curve was obtained in the range
288–365 K. The systematic error due to calibration was calcu-
lated as the result of the individual errors due to the fitting curve,
voltage measuring system, ice point reference, and the thermom-
eter used for calibration. In addition, location, installation, and
acquisition errors were considered. The total uncertaintyuTC1

and
uTC2/TC3

were calculated as equal to 0.7 and 1.0 K, respectively.
The high calibration error for TC2 and TC3 is due to the ther-

mostatic bath maximum temperature, which is lower than the
maximum temperature expected to be measured by this thermo-
couple ~'393 K!. Hence, over 365 K the voltage–temperature
relationship has to be extrapolated.2 Hence, the calibration error
for TC2 and TC3 has been considered higher than for TC1 .

Also the installation error for TC2 and TC3 is higher than that
for TC1 , since the error caused by conduction along the stem
becomes more significant due to the higher fluid temperature to be
measured by TC2 and TC3 .

The acquisition error for all the thermocouples~Table 1! is
quite large with respect to usual values@20# since tests performed
on the complete measurement chain~from sensor to PC! were
made and it was noticed that the disturbance originated from the
electric motor produced noise in the electronic circuitry. The con-
sequent error was divided into a systematic component~0.3 K!
and a random component, which is taken into consideration in the
estimation ofPi .

Rotational Speed Measurement. The rotational speed of the
electric motor shaftNE is measured through a 60-tooth wheel and
a magnetic pickup sensor. The information available on this sen-
sor allowed the estimation of the total measurement uncertainty
~which combines both systematic and random errors! as equal to 5
rpm. In this value the uncertainty associated with the acquisition

2This hypothesis can be considered sufficiently accurate only if, as in the present
case, a linear (V,T) interpolation curve is used, while it would not be considered
correct if a higher order of the interpolation curve is used@24#.

Table 1 Individual error contribution on total uncertainty

Errors due to systematic effects Errors due to random effects

Location Installation Calibration Device Acquisition Repeatability uxi

Dpop 0.30% 0.10% 0.38% 0.10% 0.01% 0.11% 0.52%
Dp2 1.00% 0.20% 0.30% 0.25% 0.01% 0.57% 1.23%
Dp23 2.00% 0.20% 0.33% 0.15% 0.01% 0.40% 2.08%
Dp3 1.00% 0.20% 0.10% 0.15% 0.01% 0.25% 1.07%
T023 0.5 K 0.3 K 0.3 K 0.3 K 0.14K 0.7 K
T03 0.3 K 0.6 K 0.7 K 0.3 K 0.14K 1.0 K
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~electrical noise! is included. The uncertainty in the electric motor
rotational speed measurement leads to an uncertainty of about 30
rpm on the compressor rotational speedNC , due to the presence
of the step-up gearbox with a gear ratio of 5.83:1.

Torque Measurement. The torque was measured with a tor-
siometer using a four strain gauge transducer, 250 N m f.s., which
does not make use of sliding contacts for signal transmission. The
main source of error is due, in this case, to the acquisition error,
since the torque meter is located near the electric motor. Through
a series of analyses on the output signal coming from the torque
meter it was possible to estimate the systematic error associated
with electrical noise. The systematic uncertainty was set as equal
to 0.51%. The random error was estimated to be equal to 0.40%.
The total uncertainty in the torque measurement was calculated as
equal to 0.65%.

Vibration and Sound Measurement. For the vibration mea-
surement, two miniature accelerometers with an upper frequency
limit equal to 16.5 kHz are used. The accelerometers chosen are
not current-to-voltage conditioning integrated~ICP! since the cas-
ing in which they are mounted can reach a temperature of up to
395 K, which is a limit value for an ICP accelerometer. The ac-
celerometers are connected in series to a charge amplifier, which
is excited directly by the conditioning module~see Fig. 1!. The
uncertainty, derived from the individual calibration chart of the
accelerometers, ranges from 1.0% at the lower frequencies up to
2.0% at the upper frequency limit and is related only to the device.

For the sound measurement, two cardioid microphones are
used. The microphones are of prepolarized condenser type with a
20 Hz–40 kHz frequency range on axis.

Derived Measurement and Performance Parameter Un-
certainty

Once the uncertainties of the measurements performed on the
compressor have been estimated, the uncertainties of the derived
measurements, which are necessary for the parameter calculation,
and, as a consequence, the uncertainties of the parameters them-
selves, were calculated. To obtain a value of the derived measure-
ment and parameter uncertainty, the uncertainty analysis has been
applied to a single working point taken as an example. The test
conditions considered refer to a typical working point, namely
NC5(28,948630) rpm and throttle valve at 45 deg. The measure-
ments related to the working point considered are

pamb5~1.028760.00630! bar,

Tamb5~296.560.2! K,

RH5~60.061.2!%,

T025~296.560.2! K,

T035~374.361.0! K,

Dpop5~20.083060.00091! barg,

Dp25~20.045160.00086! barg,

Dp235~0.239960.00832! barg,

Dp35~0.629660.01705! barg.

Mass Flow Measurement. The device employed is an orifice
plate designed in accordance with the UNI 1590 standard@25#. In
Ref. @25# the employment of a particular arrangement in which the
flow device is set at an extremity of the pipe rather than being
inserted between two elements of the pipe itself, is allowed. This
solution has been adopted in the present test rig. The well-known
formula for mass flow rate calculation when using an orifice ob-
struction meter can be written as

M5a«
pd2

4
A2rDpop, (13)

which allows the calculation of a mass flow rate related to the
working point considered equal toMC50.526 kg/s.

The uncertainty in mass flow determination has to be performed
through Eq.~10!. For simplicity, the uncertainties ina, e, d, Dpop,
andr are considered independent3 @23#.

The uncertainties associated witha ande are obtained by Ref.
@25# and are both equal to 1.5%. The uncertainty ofd was esti-
mated to be 0.05% while the uncertainty ofDpop has already been
obtained~0.52% f.s.!.

The definition of the air density uncertaintyur is also obtained
by applying Eq. ~10! to the density definition equationr
5p/RT. In the case of humid air,R is a function of gas compo-
sition and, thus, of ambient pressure, temperature, and relative
humidity, for which the associated uncertainties have been already
calculated. The resulting uncertaintydR/R was calculated as
equal to 0.0154% and was obtained by numerically evaluating the
sensitivity coefficientsq i , as explained below. The absolute un-
certainty on air densityr, equal to 1.201 kg/m3 in the conditions
considered, was then calculated as equal to 0.0074 kg/m3 ~dr/r
50.62%!. In conclusion, the total uncertainty of the compressor
mass flow ratedMC was calculated as equal to 0.012 kg/s
(dMC /MC52.21%) and, thus,

MC5~0.52660.012! kg/s.

Absolute Static Pressure Measurement. Since all the pres-
sure measurements are performed through gauge sensors, the ab-
solute values of the pressures that have to be used in the perfor-
mance calculations must be obtained by adding the measured
ambient pressure to the result of the sensor measurement:

p25pamb1Dp2 , p235pamb1Dp23, p35pamb1Dp3 .
(14)

Hence, the uncertainties of the absolute values have to be com-
puted following Eq.~10!. The calculations allowed the estimation
of the absolute uncertainties:

p25~0.9836060.00636! bar,

p235~1.269960.01037! bar,

p35~1.658360.01817! bar.

It is interesting to note that, when differential transducers are
used and when the pressures to be measured are close to ambient
pressure, as in the present case, the uncertainty on the latter mea-
surement is dominant with respect to the differential transducer
uncertainty. Hence, even if theDp2 , Dp23, and Dp3 are mea-
sured with a quite high uncertainty, the uncertainties on the abso-
lute values, which are used for the calculation of the performance
parameters, are deemed acceptable. For example, in the present
case, the result is

d~Dp2!/Dp251.91%, while dp2 /p250.65%,

d~Dp23!/Dp2353.47%, while dp23/p2350.82%,

d~Dp3!/Dp352.71%, while dp3 /p351.10%.

Static Temperature and Absolute Total Pressure Measure-
ment. The static temperatures and the total pressures can be
calculated by solving the system of equations constituted by Eqs.
~3! and ~4!. The explicit form of both these equations is quite
complicated and, thus, the analytic calculation of the partial de-
rivatives, which are used in the definition of the combined stan-
dard uncertaintyuy , Eq. ~10!, is rather laborious. For this reason,
a numerical approximation to the partial derivatives has been

3This is not completely correct since, for instance,a depends, among other pa-
rameters, on the Reynolds number, which in turn is a function ofd andr.
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calculated by aFORTRAN program which uses a subroutine of the
IMSL Library @26#. The functional form of the static temperature
and of the total pressure can be written as

p0 ,T5 f ~Tamb,pamb,RH,p,M ,A,T0!. (15)

The results of the uncertainty calculations are as follows:

dp0250.00630 bar and dp0350.01772 bar,

dT250.2 K and dT351.0 K.

It may be noted that the uncertainties of the derived quantities
total pressurep0 and static temperatureT are nearly equal to the
respective measurements, i.e., the static pressurep and the total
temperatureT0 .

Performance Parameters. The uncertainties of the mechani-
cal powerPC required to drive the compressor, of the corrected
mass flowmC , corrected rotational speednC , pressure ratiobC ,
and isentropichsC and small stagehpC efficiencies can at last be
calculated. In the case ofPC , nC , mC , and bC the analytical
solution was derived, while forhsC andhpC the sensitivity coef-
ficientsq i were evaluated numerically.

For both efficiencies, the functional form is

hsC,hpC5 f ~Tamb,pamb,RH,p2 ,T02,p3 ,T03,M ,A2 ,A3!.
(16)

To obtain a value of the parameter uncertainty, the above consid-
erations were applied to the previously used working point. The
calculated values of the performance parameters arehsC50.633,
hpC50.660, b51.72, mC50.5404 kg/s, nC528,535 rpm, PC
553.16 kW. The results of the uncertainty calculations are as
follows:

dhsC/hsC52.73%, dhpC/hpC52.51%, dbC /bC51.23%,

dmC /mC52.30%, dnC /nC50.11%, dPC /PC51.99%.

Preliminary Test Results

Performance Evaluation. The test procedure can be summa-
rized in the following points:

1. Compressor lube oil heating by driving the compressor at
NC'6000 rpm with throttle valve fully open, untilToil
'350 K.

2. Compressor driving at the selected test rotational speed with
throttle valve fully open.

3. Once the measurements are steady, the acquisition is started.
The acquisition time is set equal to one second, and, for each
measured parameter, the stored value is the average value of
the measurements acquired in the acquisition time. For
steady-state tests the number of the measurements acquired
in the acquisition time~1 s! for each measured parameter is
usually set to 100.

4. Point 3 is repeated for different positions of the throttle
valve.

5. Points 2–4 are repeated for different compressor rotational
speeds.

In Fig. 4 the compressor performance maps determined by us-
ing the previously described procedure are shown. The working
point in which the uncertainty analysis was performed is high-
lighted together with the uncertainty bands. The curves refer to
three values of the corrected rotational speed. It may be noted that
the uncertainty on the corrected rotational speed is made up of
two terms: one~631 rpm for all the curves! was estimated start-
ing from the parameter uncertainty previously calculated
(dnC /nC50.11%), while the other is different for each curve and
is due to rotational speed unsteadiness during tests. In the figure,
the white symbols refer to steady state conditions, while gray
symbols refer to conditions in which unsteady phenomena occur

~surge and/or rotating stall!. These phenomena could be detected
by analyzing the dynamic trends of flow parameters, such as dis-
charge pressure and suction mass flow rate. As an example, in Fig.
5 the dynamic trends of pressure ratio and corrected mass flow

Fig. 4 Compressor performance maps

Fig. 5 Dynamic trend of compressor ratio „up … and corrected
mass flow rate „down …
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versus time at constant corrected rotational speed~23,020
rpm631 rpm!620 rpm are reported. The trial was performed by
gradually closing the throttle valve, thus changing the working
point of the compressor. It can be seen how the stall onset point
and the compressor operation in surge conditions can be assessed.

Acoustic Measurements. Regarding the acoustic measure-
ments, some preliminary tests were performed to assess instru-
mentation capability. In order to do this, a microphone was set in
front of the inlet duct to measure the blade passing frequencies
~BPFs! of the compressor. In fact, the sound signal~indeed this is
generally true for every unsteady signal such as pressure or vibra-
tion! has its maximum energy in correspondence to these frequen-
cies and their harmonics. Hence, it is expected that signal analysis
at these frequencies could contain the most significant information
on potential faults occurring in the compressor@27#.

If z is the number of rotor blades, the BPF is defined as@28#

BPF5
zN

60
. (17)

In this paper, a power spectrum of the signal was analyzed in
order to identify if the BPF of each rotor stage could be recog-
nized by the test instrumentation. In particular, a test was per-
formed at constant compressor rotational speedNC517,548 rpm
and with the throttle valve fully open. The power spectrum of the
acoustic acquired signal is reported in Fig. 6.

The theoretical BPFs relative to each rotor, which has a differ-
ent number of blades and, thus, a different BPF, were calculated
through Eq.~17! at the rotational speed of the test. The compari-
son between theoretical and experimental results is reported in
Table 2. As can be seen, the agreement is very convincing and the
error is negligible, independent of the value of the order of blade
passing frequency.

Conclusions
The test facility developed at the University of Ferrara has been

designed to perform different tasks on small-size compressors,
such as steady-state characterization, dynamic and acoustic analy-
ses, analysis of compressor behavior in the presence of inlet fog-
ging, water ingestion or implanted fault, etc. The analysis of the
uncertainty of the acquired measurements and of the compressor
performance parameters determined from the measurements
shows quite a large uncertainty of compressor efficiency~about
2.7% and 2.5% for isentropic and small stage efficiency, respec-
tively! and corrected mass flow rate~about 2.3%!. Moreover, even
if the uncertainty in electric motor rotational speed measurement
is very low ~65 rpm!, the determination of performance curves at
‘‘constant’’ corrected rotational speed is affected by an uncertainty
on the ‘‘constant’’ value, which can be estimated to be about680
rpm. This is mainly due to the presence of the step-up gearbox
between motor and compressor and to rotational speed unsteadi-
ness during tests.

Nevertheless, these uncertainties can be considered typical for
tests performed on gas turbine compressors.

Finally, the preliminary analysis of the measurement dynamic
trends and of acoustic measurements seems to confirm their capa-
bility for the study of unsteady phenomena.
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Appendix
Along an isentropic thermodynamic transformation, the relation

between pressure and temperature can be derived from the en-
tropy definition in differential form

ds5
dq

T
5

cpdT2~dp/r!

T
. (A1)

Hence, sincer5p/RT and for an isentropic transformation
ds50, it results that

cpdT5RT
dp

p
(A2)

dp

p
5

1

R
cp

dT

T
. (A3)

Therefore, by integrating along an isentropic transformation be-
tween a reference state ‘‘r’’ and a generic state (p,T), and in the
hypothesis that the specific heat at constant pressurecp is a func-
tion of temperature, it results that

ln
p

pr
5

1

RETr

T

cp~T!
dT

T
. (A4)

It is then possible to define a thermodynamic function

F~T!5
1

RETr

T

cp~T!
dT

T
1F~Tr ! (A5)

so that the relation between pressure and temperature along an
isentropic transformation from a state 1 and a state 2 is

ln
p2

p1
5

1

RET1

T2

cp~T!
dT

T
5F~T2!2f~T1!. (A6)

In particular, if the state 2 is the total physical state and the state
1 is the static physical state, finally it results that

p05p•e@f~T0!2f~T!#. (A7)

Fig. 6 Power spectrum of the acquired acoustic signal

Table 2 Experimental and theoretical BPF

Stage z

BPF ~Hz! at 17,548 rpm

Theoretical results Experimental results

1A 16 4679 4679
2A 20 5849 5849
3A 16 4679 4679
4A 25 7312 7311
5A 28 8189 8188
6A 25 7312 7311
1C 32 9359 9357
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The compression small stage efficienty is defined as

hpC5
dhs

dh
5

dp/r

cpdT
5

R~dp/p!

cp~dT/T!
. (A8)

Therefore, from Eq.~A8!, it results that, between states 1 and 2 of
an adiabatic trasformation for whichhpC can be considered con-
stant,

ln
p2

p1
5

1

hpCRET1

T2

cp~T!
dT

T
5

1

hpC
F~T2!2F~T1!. (A9)

Hence

~hpC!1225
ln~p2/p1!

F~T2!2F~T1!
. (A10)

Nomenclature

A 5 Area
Bi 5 Root sum square of each elemental contribution to

systematic error
cp 5 Specific heat at constant pressure
d 5 Diameter
h 5 *Tr

T cp(T)dT1h(Tr) enthalpy
kc 5 Coverage factor
M 5 Mass flow rate
n 5 Number of readings
N 5 Rotational speed
P 5 Power

Pi 5 Root sum square of each elemental contribution to
random error

p 5 Absolute pressure
R 5 Gas constant

RH 5 relative humidity
r 5 NC /NE , gearbox velocity ratio

Sxi 5 Standard deviation ofxi
T 5 Temperature

Tq 5 Torque
uxi 5 Individual standard uncertainty associated withxi
uy 5 Combined standard uncertainty associated withy
V 5 Flow velocity
xi 5 Measured parameter
y 5 Measurement result
z 5 Number of blades
a 5 Throttle valve position, flow coefficient
b 5 Pressure ratio

Dp 5 Relative pressure
d 5 p0 /p0r , variation
e 5 Compressibility factor

F 5 1/R*Tr

T cp(T)dT/T1F(Tr)
h 5 Efficiency
q 5 T0 /T0r

q i 5 ]y/]xi , sensitivity coefficient
m 5 MAq/d, corrected mass flow rate
n 5 N/Aq, corrected rotational speed
r 5 Density

Subscripts and Superscripts

0 5 Total physical state
2, 23, 3 5 Compressor sections

a 5 Absolute
amb 5 Ambient

C 5 Compressor
E 5 Electric motor

G 5 Gearbox
o 5 Outlet section

oil 5 Lube oil
op 5 Orifice plate
p 5 Small stage or polytropic
r 5 Reference value
s 5 Isentropic
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Calculating the Eigenfrequency of
Rotating Acoustic Annulus Inside
Labyrinth Seals of Turbomachines
This brief note describes a method for calculating the eigenfrequencies of a rotating
acoustic air column inside labyrinth seals in turbomachinery. The method is applied to
nonrotating air columns as well as to rotating air columns considering a body fixed and
a spatial fixed coordinate system.@DOI: 10.1115/1.1787501#

1 Introduction
High cost pressures and cost savings in our economy have cre-

ated demands to maximize the efficiency of high performance
turbomachinery. However, the continuous trend towards higher
power density and better efficiency@1# leads to machines which
are more sensitive with respect to failures. Such a failure of tur-
bomachinery is the defect of labyrinth seals which can be caused
by excitation of the acoustic annulus between labyrinth seals. In
order to guarantee safety and reliability of such labyrinth seals and
hence guarantee safety and reliability of turbomachines, it is nec-
essary to calculate the eigenfrequency of such rotating acoustic
annulus. Such an eigenfrequency of a rotating labyrinth cavity
should not coincide with the rotating frequency of the cavity, the
excitation frequency.

Due to static bending, gyroscopic effects, as well as residual
unbalances of a shaft, an excentric operation of a rotor of a tur-
bomachine cannot be avoided@2–5#. Therefore pressure differ-
ences occur in circumferential direction, which can cause an
acoustic oscillation in the annulus between labyrinth seals. This
pressure differences can arise due to different gap losses or
through the circumferential component of an inlet stream to the
seal ~Fig. 1!. Furthermore, pressure differences occur due to the
die gap’s dependence of the pressure distribution. The later effect
causes a nonconstant static pressure at the circumference of the
rotor’s surface.

The dependence of the pressure as a function ofz is always
present, since the pressure has to be changed fromp1 to p2 . At
the position, where the gap is narrowest,«min , there results a
different pressure distribution alongz than at the position where
the gap is widest,«max ~Fig. 2!. The pressure differencep(«max)
2p(«min) produces a restoring force.

Childs and Scharrer@6# derived the basic equations for com-
pressible flow in a labyrinth seal. They assumed the flow to be
completely turbulent in circumferential direction. They further as-
sumed that the frequency of the acoustic resonance in the laby-
rinth cavity is much higher than that of the rotor speed. Their
results are compared with the test results of Benckert@7#. The
model they derived gives results which are in a range of 25% of
the experimental results. However, they state that the discrepancy
must be balanced to the known uncertainties in the experimental
data. Additional test are performed by Thieleke@8# and the data
are compared with the theory derived by Childs and Scharrer@6#.
He obtained good agreement. The theory presented in the present
paper circumvents the assumption that the acoustic resonance in
the labyrinth cavity is much higher than that of the rotor speed.

However, for simplicity reasons leackage effects and friction be-
tween the gas and the rotor, stator, and labyrinth seals are
neglected.

First, the differential equation for the displacement of an acous-
tic oscillation in a rotating system is derived. The relative kine-
matics is applied to this differential equation considering a body
fixed and a spatial fixed coordinate system. Finally the differential
equation are solved for the case of standing waves—and this leads
to the calculation of the eigenfrequencies of a rotating acoustic
annulus.

2 Derivation of the Equation of Motion
For determining the oscillation of a compressible media, an

extensible elastic annulus is considered, which is described in
Nackenhorst@9# or Gaul et al.@10#. The deformation is described
in polar coordinates and hence the position vectorr can be written
as ~Fig. 3!

r5Rer1uew . (1)

The strain in circumferential direction is

e5
1

R
u8, (2)

where the expression

~¯ !85
d~¯ !

dw
(3)

denotes the derivative with respect to the circumferential
coordinate.

The kinetics follows from considering the free-body diagram
~Fig. 4!. The equation of linear momentum gives

Contributed by the Stuctures and Dynamics Division of THE AMERICAN SOCI-
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Editor: N. Arakere. Fig. 1 Labyrinth seals
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rAds
d2u

dt2
5dN. (4)

With the relationsds5Rdw and d(¯)/ds51/R(¯)8, Eq. ~4!
leads to

rA
d2u

dt2
5

1

R
N8. (5)

Hooke’s law for linear elastic material properties can be written as
N5EAe. Therefore using Eqs.~5! and~2! the equation of motion
is obtained as

rA
d2u

dt2
5

EA

R2
u9, (6)

which can be simplified to the form

R2

c0
2

d2u

dt2
2u950, (7)

wherec0 is the velocity of sound of the media (c0
25E/r).

3 Relative Kinematics
For a body fixed observer (er2ew system! the velocity vector is

obtained as

v5
dr

dt
52Vuer1@ u̇1RV#ew , (8)

while the acceleration vector is obtained as

a5
dv

dt
5@22Vu̇2V2R#er1@ ü2V2u#ew (9)

using the derivation rule

d~¯ !

dt
5

]~¯ !

]t
1V3~¯ !, V5Vez (10)

applied to the position vector Eq.~1!, where (̄ )5](¯)/]t.
The derivatives with respect to time for a spatial fixed~ALE

5arbitrary Lagrangian-Eulerian! observer (êr2êw system! result
from @11#

d~¯ !

dt
5

]~¯ !

]t
1Grad~¯ !

dx

dt
, (11)

where the gradient is built with respect to a spatial approach de-
scribing the reference configuration of the rigid body motionx
5x(X). Using the operator of the gradient in polar coordinates

Grad~¯ !5S ]

]r
êr1

1

R

]~¯ !

]w
êwD (12)

it follows for the simple case withdx/dt5RVêw ,

d~¯ !

dt
5

]~¯ !

]t
1

]~¯ !

]w
V. (13)

Together with the introduced notation for the relative time deriva-
tive and the derivative with respect tow the spatial presentation of
the velocity vector and the acceleration vector is

v52Vuêr1@ u̇1V~R1u8!#êw , (14)

a5@22Vu̇2V2~R12u8!#êr1@ ü12Vu̇82V2~u2u9!#êw ,
(15)

respectively.

4 Solution of the Equation of Motion

4.1 Nonrotating Air Column. The differential equation for
the displacementu for a nonrotating air column is

d2u

dt2
2c0

2
]2u

]s2
50, (16)

where c0 is the velocity of sound of the media. Separation of
variablesu(s,t)5U(s)exp(ivt) leads to the differential equation

d2U~s!

ds2
1k2U~s!50, (17)

whereby k5v/c0 is the wave number. Using the fundamental
solution

Fig. 2 Pressure distribution

Fig. 3 Kinematical deformation of the extensible elastic annu-
lus

Fig. 4 Forces at the annulus
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U~s!5a cosks1b sinks (18)

and the boundary conditions~Fig. 5! U(0)50 andU(2,)50, the
wave number can be calculated ask5np/2,, where n
51,2,3. . . . With therelation ,5pDs/2, whereDs is the shaft
diameter, the eigenfrequency can be calculated

f 5
v

2p
5

kc0

2p
5

nc0

4,
5

nc0

2pDs
. (19)

4.2 Rotating Air Column, Body Fixed Observer. If one
replaces the acceleration of Eq.~7! with the acceleration of Eq.
~9!, one obtains the equation of motion for a rotating air column in
a body fixed coordinate system,

d2u

dt2
2V2u2

c0
2

R2
u950, (20)

where againc0 denotes the velocity of sound of the media. Sepa-
ration of variablesu5U exp(ivt) yield the differential equation

~v21V2!U1
c0

2

R2
U950, (21)

whereby the wave numberk is given ask25(v21V2)/c0
2. Again,

using the relationsk5np/2, and ,5pDs/2 the eigenfrequency
can be calculated as

f 5
v

2p
5

1

2p
Ak2c0

22V25
1

2p
An2p2c0

2

4,2
2V2

5
1

2p
An2c0

2

Ds
2

2V2. (22)

4.3 Rotating Air Column, Spatial Fixed Observer. If one
replaces the acceleration of Eq.~7! with the acceleration in cir-
cumferential direction of Eq.~15!, one obtains the equation of
motion for an air column in a spatial fixed coordinate system,

d2u

dt2
12Vu̇82V2~u2u9!2

c0
2

R2
u950. (23)

Again, separation of variablesu5U exp(ivt) yield the differential
equation

S V22
c0

2

R2D U912iVvU82~V21v2!U50. (24)

For simplicity reasons a reduced fundamental solution of the form
U5Û exp(ikRf) is given. It is therefore assumed that for genera-
tion of a real solution the solution of the conjugate complex sys-
tem U5Û exp(2ikRf) has to be superposed with the fundamen-
tal solution. Using this fundamental solution one obtains

v212kRVv1V21k2R2V22k2c0
250. (25)

This equation can be solved for the frequency

v5@6Ak2c0
22V22kRV#. (26)

With the relationsk5np/2, and ,5pDs/2 the eigenfrequency
can be calculated as

f 5
v

2p
5

1

2p
@Ak2c0

22V22kRV#5
1

2p FAn2p2c0
2

4,2
2V2

2
npR

2,
VG5

1

2p FAn2c0
2

Ds
2

2V22
n

2
VG (27)

Conclusions
This brief note presents the relations for calculating the eigen-

frequencies of a nonrotating and rotating acoustic annulus with a
body and a spatial fixed observer. The given relations can be used
to check whether or not there exists resonance inside the labyrinth
seals of a turbomachine. For damage analysis it is important to
note that the critical eigenfrequency is the one which is ‘‘seen’’ by
a body fixed observer.

Notation

A 5 Cross sectional area of the annulus
c0 5 Velocity of sound
Ds 5 Shaft diameter

f 5 Eigenfrequency
k 5 Wave number
, 5 Half circumference
n 5 Order of vibration mode
N 5 Normal force
p 5 Pressure
R 5 Radius
s 5 Circumferential coordinate
u 5 Displacement
z 5 Coordinate
e 5 Strain
« 5 Die gap
w 5 Angle
v 5 Circular eigenfrequency
V 5 Circular frequency of rotation
r 5 Mass density
a 5 Acceleration vector

er , ew 5 Unit vectors
r 5 Position vector
v 5 Velocity vector

~¯! 5 ](¯)/]t
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The Impact of Oil and Sealing Air
Flow, Chamber Pressure, Rotor
Speed, and Axial Load on the
Power Consumption in an
Aeroengine Bearing Chamber
Trends in aircraft engines have dictated high speed rolling element bearings up to 3
million DN or more with the consequence of having high amounts of heat rejection in the
bearing chambers and high oil scavenge temperatures. A parametric study on the bearing
power consumption has been performed with a 124 mm pitch circle diameter (PCD) ball
bearing in a bearing chamber that has been adapted from the RB199 turbofan engine
~DN;23106!. The operating parameters such as oil flow, oil temperature, sealing air
flow, bearing chamber pressure, and shaft speed have been varied in order to assess the
impact on the power consumption. This work is the first part of a survey aiming to reduce
power losses in bearing chambers. In the first part, the parameters affecting the power
losses are identified and evaluated.@DOI: 10.1115/1.1805009#

1 Introduction
Highly loaded bearings generate heat in the contact areas be-

tween the rolling elements and the races, as well as the rolling
elements and the cage and in the annular gaps between the cage
and the races. The generated heat is partly caused by friction in
the contact areas, partly by churning and windage and partly by
Euler work ~acceleration to circumferential speed!. Additionally
the generated heat is considerably affected by the efficiency of the
scavenge system, the residence time of the oil in the chamber, and
the amount of generated droplets by the bearing.

Oil is usually supplied to roller and ball bearings via the under-
race or under-cage method. Only a very small amount of oil is
used for lubrication whereas most of the supplied oil is used to
remove the heat from the bearing. The bearing design used in the
testing is shown in Fig. 1a.

A schematic of the test facility is displayed in Fig. 1b. The
bearing chamber is a vented chamber with the vent being at the
top position ~12 o’clock! and the scavenge port at the bottom
position. The chamber is sealed by a straight labyrinth seal. The
bearing has an inner land riding cage and under-race lubrication
has been applied. The oil is not directly spread into the rolling
elements but is supplied through eighteen 1 mm holes facing the
cage from both sides of the bearing. Two oil nozzles supply oil to
the forward and rear holes~Fig. 1a!. The condition of the bearing
was monitored by accelerometers, chip detectors, and thermo-
couples. The latter recorded the temperature of the outer ring at
different circumferential locations. The heat rejection of the bear-
ing was monitored by thermocouples, which recorded the tem-
perature of the oil leaving the bearing. Pressure transducers were
used to monitor the chamber pressure. Additionally, the torque on
the bearing shaft was measured. Torque measurements were used
to assess the power consumption of the bearing and therefore
enable comparisons among different operating conditions. The oil
flow was varied between 15 L/h and 450 L/h, the sealing air flow
between 6 kg/h and 100 kg/h, the chamber pressure between 0.9

bar and 4.8 bar, and the temperatures for air and oil were 80°C
and 130°C. The shaft speed was varied between 6000 rpm and
19,000 rpm and the axial load between 4 kN and 22 kN. Mobil Jet
II was the oil brand.

2 Results
The bearing power consumption characteristic as a function of

oil flow is shown in Fig. 2. Up to 200 L/h the behavior is non-
linear, then becomes linear up to 450 L/h and remains linear above
450 L/h. However, the slope becomes steeper. The hereby selected
speed was 10,000 rpm, the oil/air inlet temperature was 130°C,
the bearing load 14.7 kN, and the bearing chamber pressure 1.1
bar. Based on the measurements the curve can be approximated
between 200 L/h and 450 L/h by a linear function. The parameter
P0 is a value corresponding to 7.0 kW of power consumption and
will be used throughout this paper as a value of making power
non-dimensional and therefore enable comparisons. P0 corre-
sponds to a power consumption at 15,000 rpm, 14.7 kN thrust,
350 L/h oil flow, 2.6 bar bearing chamber pressure, and 80°C air
and oil inlet temperature.

The bearing power consumption as a function of sealing air
flow is shown in Fig. 3. The sealing air flow was varied between
20 kg/h and 100 kg/h, whereas the pressure in the chamber was
maintained constant at 2.6 bar. The rotor speed was 15,000 rpm
and the axial load on the bearing was 14.7 kN. The test was
carried out for oil flows of 175 L/h and 350 L/h, respectively. The
measured power consumption at minimum air and oil flow,Pref ,
was selected as the reference value so that the minimum nondi-
mensional value in Fig. 3~lower curve! is 1.0. For the oil flow of
175 L/h the power consumption increases between 20 kg/h and
100 kg/h by approximately 4.5%~lower curve!. Similarly, for the
oil flow of 350 L/h the power consumption increases between 20
kg/h and 100 kg/h by approximately 5.5%~upper curve!. It is
obvious from Fig. 3 that with decreasing sealing air flow~i.e.,
below 20 kg/h!, maximum benefit in terms of power reduction can
be expected. This can be achieved by the use of lower leakage
seals~i.e., carbon seals!. If the upper and the lower curves are
compared~175 L/h vs 350 L/h oil flow! the difference in power
consumption is approximately 11% at 20 kg/h and 12% at 100
kg/h sealing air flow.
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Figure 4 shows the dependence of bearing power consumption
with oil, sealing air flow, and temperature. The five curves have
been approximated in the range between 200 L/h and 450 L/h by
linear functions as has already been explained above~Fig. 2!. The
second curve from the top is the one which includes the pointP0 .
If this curve is selected to be the baseline curve, then all other
curves in Fig. 4 show relatively how the power consumption in-
creases or decreases with the air and oil flow. Up to 13.3% less
power consumption is between the reference curve and the bottom
curve. At a constant temperature the reduction in power consump-
tion between 80 kg/h and 20 kg/h is 6%.

Figure 5 demonstrates the impact of the bearing chamber pres-
sure at temperatures of 80°C and 130°C. A comparison between
the top curve~highest pressure, lowest temperature! and the bot-
tom curve~lowest pressure, lowest temperature! yields to a power
consumption reduction of 14%. A comparison of the curves at
80°C and pressures of 4.8 bar and 2.6 bar, respectively, yields to a
decrease of 2.8% whereas at 130°C the difference is 1.9%.

The benefits of low air flow, low bearing chamber pressure, and
low oil flow become more evident with increasing rotor speed.

This is depicted in Fig. 6. Comparing the maximum values at
100% rotor speed~19,400 rpm! the difference in power consump-
tion between the top and the bottom curve is 31%. A comparison
between the curves at 350 L/h oil flow and 80 kg/h or 6 kg/h
sealing air flow shows a reduction in power consumption of 19%.

Figure 7 shows the results of the investigation for the power
consumption as a function of the axial load. Again the impact of
the sealing air flow and of the chamber pressure is obvious. A
comparison between the curves at 80 kg/h and 6 kg/h results to a
difference of 18%.

Consequently a bearing at 15,000 rpm, 28 kN axial load, 6
kg/h, and 200 L/h air and oil flow at a chamber pressure of 0.9 bar
~bottom curve! would consume the same amount of power like the
same bearing at 15,000 rpm, 80 kg/h air flow, 350 L/h oil flow, 2.6
bar chamber pressure, and about 18 kN of axial load.

3 Conclusions
The power consumption in a bearing chamber is considerably

affected by the operating conditions such as oil and sealing air

Fig. 1 „a… Schematic of the ball bearing showing the oil supply via front and rear nozzle. „b… Bearing test facility.

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 Õ 183

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 2 Bearing power consumption characteristic as a function of the oil flow at 10,000 rpm,
14.7 kN axial load, 1.1 bar chamber pressure, and 130°C oil and air temperature

Fig. 3 Power consumption as a function of the air flow for two different oil flows

Fig. 4 Power consumption as a function of the air and oil flow at 80°C and 130°C
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Fig. 5 Power consumption as a function of the bearing chamber pressure

Fig. 6 Power consumption as a function of the rotational speed, air and oil flow, and cham-
ber pressure

Fig. 7 Impact of axial load on bearing power consumption at different air flows
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flow, temperature, chamber pressure, axial load, and rotor speed.
However, the trend in modern aeroengines is towards higher rotor
speeds. A reduction of the power consumption in bearing cham-
bers can be achieved if the operating conditions are properly se-
lected. The sealing air flow can be reduced, for example, by using
carbon or windback seals. This could additionally lead to un-
vented chambers. The oil flow can be reduced by separating it into
cooling and lubricating oil flow. However this demands a more
sophisticated lubrication of the bearing which will not be dis-
cussed in this paper. Finally the chamber pressure could be main-
tained low by properly selecting the air source.

The optimization of a bearing chamber would lead to better
engine performance since the losses can be considerably reduced
leading to reduced mechanical or cost requirements on pumps,
coolers, and piping.
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Nomenclature

D 5 Bearing bore diameter
Fax 5 Axial force on the bearing~axial load!

N 5 Rotor speed
p 5 Pressure

PCD 5 Pitch circle diameter
P 5 Power consumption

P0 5 Value corresponding to 7 kW of bearing power con-
sumption

Pref 5 Reference value for bearing power consumption at a
chamber pressure of 2.6 bar, 15,000 rpm, 14.7 kN
axial load, 20 kg/h sealing air flow, and 175 L/h oil
flow

T 5 Temperature
TOR 5 Outer ring temperature

Dp 5 Differential pressure

Units for Flow

L/h 5 Liters per hour
kg/h 5 Kilograms per hour
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Orifice Diameter Effects on Diesel
Fuel Jet Flame Structure
The effects of orifice diameter on several aspects of diesel fuel jet flame structure were
investigated in a constant-volume combustion vessel under heavy-duty direct-injection
(DI) diesel engine conditions using Phillips research grade #2 diesel fuel and orifice
diameters ranging from 45mm to 180mm. The overall flame structure was visualized with
time-averaged OH chemiluminescence and soot luminosity images acquired during the
quasi-steady portion of the diesel combustion event that occurs after the transient pre-
mixed burn is completed and the flame length is established. The lift-off length, defined as
the farthest upstream location of high-temperature combustion, and the flame length were
determined from the OH chemiluminescence images. In addition, relative changes in the
amount of soot formed for various conditions were determined from the soot incandes-
cence images. Combined with previous investigations of liquid-phase fuel penetration and
spray development, the results show that air entrainment upstream of the lift-off length
(relative to the amount of fuel injected) is very sensitive to orifice diameter. As orifice
diameter decreases, the relative air entrainment upstream of the lift-off length increases
significantly. The increased relative air entrainment results in a reduced overall average
equivalence ratio in the fuel jet at the lift-off length and reduced soot luminosity down-
stream of the lift-off length. The reduced soot luminosity indicates that the amount of soot
formed relative to the amount of fuel injected decreases with orifice diameter. The flame
lengths determined from the images agree well with gas jet theory for momentum-driven
nonpremixed turbulent flames.@DOI: 10.1115/1.1760525#

Introduction
The flame structure of spray-driven diesel fuel jets depends on

many variables. For typical orifice diameters and injection pres-
sures, a diesel fuel jet becomes a lifted turbulent diffusion flame
after the autoignition phase is completed, and remains lifted
through to the end of injection. The most upstream location of
combustion on the fuel jet during injection is referred to as the
lift-off length ~or height!. There is growing evidence to suggest
that flame lift-off length plays a significant role in direct-injection
~DI! diesel combustion and emission processes. The lifted flame
allows fuel and air to premix prior to reaching the initial combus-
tion zone in a diesel fuel jet~i.e., the lift-off length!. Optical
measurements by Dec and co-workers,@1#, and modeling by Cho-
miak and Karlsson@2# suggest that this premixed fuel and air react
in a fuel-rich reaction zone located in the central region of the fuel
jet, just downstream of the lift-off length. This central reaction
zone generates a significant local heat release and a high-
temperature product gas, rich in unburned and/or partially reacted
fuel. The product gas of the central reaction zone becomes the
‘‘fuel’’ for all remaining diesel combustion processes further
downstream. Moreover, the product gas is ideal for forming soot
under typical conditions in current diesel engines.

Recently, experimental investigations of the effects of ambient
gas temperature and density, injection pressure, and orifice diam-
eter on the flame lift-off length on a DI diesel fuel jet under
quiescent conditions were conducted,@3–5#. The investigations
showed that lift-off length decreases with increasing ambient gas
temperature or density, and increases with increasing injection
pressure or orifice diameter. Air entrainment estimates showed
that the amount of fuel-air premixing upstream of the lift-off
length was dependent on the magnitude of the lift-off length
and/or the effects of the various parameters on the rate of air
entrainment relative to the rate of fuel injection. An increase in

injection pressure, for example, increased the amount of fuel-air
premixing upstream of the lift-off length by increasing the lift-off
length, thus allowing more axial distance for air entrainment.
However, an increase in ambient gas density had little effect on
fuel-air premixing upstream of the lift-off length due to a decrease
in the lift-off length that effectively canceled the increase in
air entrainment that occurs with an increase in the ambient gas
density.

The fuel-air mixture at the lift-off length was shown to have a
direct influence on the combustion processes in the reacting diesel
jet, @3#. Soot incandescence measurements made with a photodi-
ode, in particular, showed that there was a strong link between the
fuel-air mixing upstream of the lift-off length and soot formation.
Soot incandescence was observed to decrease as the amount of
fuel-air premixing upstream of the lift-off length increased, with
no significant soot incandescence~i.e., no significant soot! being
observed when enough air was entrained to reduce the average
equivalence ratio at the lift-off length to a value less than approxi-
mately two.

Furthermore, the recent lift-off length investigation showed that
lift-off length was not very sensitive to changes in orifice diameter
~d!, with lift-off length having only ad20.3 to d20.4 dependence
for orifice diameters in the range of 100–363mm, @3#. However,
the amount of air entrained upstream of the lift-off length was
found to be strongly affected by orifice diameter due to the strong
effect of orifice diameter on air entrainment relative to the amount
of fuel being injected. The results suggested that air entrainment
upstream of the lift-off length relative to the amount of fuel being
injected is 4 to 5 times more sensitive to changes in orifice diam-
eter than to changes in the injection pressure, suggesting that
orifice diameter is a critical parameter with respect to diesel
combustion.

In this study, several effects of orifice diameter on the diesel
fuel jet flame structure were investigated at fixed ambient condi-
tions ~i.e., temperature and density!. The overall flame structure
was visualized through time-averaged OH chemiluminescence
and soot incandescence imaging during the quasi-steady portion
of the diesel combustion event that occurs after the transient pre-
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mixed burn is completed and the flame length is established. The
images were analyzed to determine the lift-off length, total soot
incandescence, and flame length~or height!, giving a comprehen-
sive overview of orifice diameter effects on DI diesel-type flames.
Orifice diameters as small as 45mm were considered in this
investigation.

Experiment Apparatus and Procedure
The experiments were conducted under simulated, quiescent

diesel engine conditions in a constant-volume combustion vessel.
Figure 1 shows a schematic cross section of the combustion ves-
sel. This combustion vessel is capable of withstanding gas pres-
sures more than double those found in current-technology diesel
engines, and can be used to simulate a wide range of in-cylinder
thermodynamic conditions.

The combustion vessel has a cubical combustion chamber, 108
mm on a side. Each side of this combustion chamber has a round
port with a diameter of 105 mm. The fuel injector is mounted in
the right side port in a metal insert. Optical access is provided by
sapphire windows located in four of the ports. Two windows are
in the left side and the bottom ports of the vessel as shown in the
figure. The other two windows form the front and back sides of
the combustion chamber in the schematic. The windows permit
full optical access into the vessel for optical diagnostics requiring
either line-of-sight or orthogonal optical access. The top port in
the vessel contains two spark plugs and a mixing fan mounted in
a metal insert. The spark plugs and mixing fan are used in estab-
lishing the simulated diesel engine environment as discussed later.

The fuel injector used was an electronically controlled
common-rail solenoid-activated injector capable of an injection
duration from a fraction of a millisecond to several milliseconds.
This injector opened and closed rapidly~,100 ms! and had a
constant injection rate throughout the injection period, resulting in
a top-hat injection-rate profile. A more detailed description of the
experimental hardware can be found in Refs.@6–8#.

The experimental procedure used to simulate diesel-fuel injec-
tion and combustion processes in the constant-volume combustion
vessel,@6–10#, is illustrated by the pressure history in Fig. 2. To
summarize, the procedure is started by filling the vessel to a speci-
fied density with a premixed, combustible-gas mixture~prior to
time zero in Fig. 2!. This mixture is then ignited with the spark
plugs shown in Fig. 1 and burned, creating a high-temperature

high-pressure environment in the vessel~the pressure rise at ap-
proximately 0.1 seconds in Fig. 2!. As the products of combustion
cool over a relatively long time due to heat transfer to the vessel
walls, the vessel pressure slowly decreases~between 0.15 and 1.6
seconds for the conditions in Fig. 2!. When the desired pressure is
reached, the diesel-fuel injector is triggered and the diesel fuel
injection, autoignition and combustion processes ensue, as indi-
cated by the pressure rise at a time of 1.65 seconds in Fig. 2.

Throughout an experiment, the mixing fan at the top of the
combustion chamber~see Fig. 1! is run. This fan maintains a
uniform temperature environment in the combustion vessel up to
the time of diesel fuel injection,@6,7#. The gas velocities induced
by the fan~;1 m/s! are insignificant in comparison to the velocity
of the dense liquid fuel jet from the injector~typically, in excess of
250 m/s!, @6,7#. As a result, the gases in the chamber can be
considered quiescent relative to the fuel jet.

The temperature, density, and composition of the ambient gas
in the vessel at the time of diesel-fuel injection can be varied
widely with this simulation procedure. The ambient gas tempera-
ture and density at injection are determined by the ambient gas
pressure at the time the fuel injector is triggered and the mass of
the gas initially put in the vessel~a constant up to the time of the
diesel injection event!. The ambient composition is determined by
the composition of the combustible-gas mixture burned to gener-
ate diesel-like temperatures and pressures. For these experiments,
a combustible-gas mixture of 68.1% N2 , 28.4% O2 , 3.0% C2H2 ,
and 0.5% H2 ~by volume! was used. The product composition of
this combustible mixture simulated air, having a composition of
21.0% O2 , 69.3% N2 , 6.1% CO2 , and 3.6% H2O ~by volume!
and a molecular weight of 29.47. Experimental and modeling in-
vestigations show that the differences between diesel jet processes
~e.g., autoignition and fuel vaporization! in this simulated envi-
ronment relative to those in air are negligible,@11–13#.

A total of nine different orifices were used in the experiments.
The orifice diameters and associated length-to-diameter aspect ra-
tios are shown in Table 1. The orifices were oriented so that they
were in line with the central axis of the injector. The inlet and
outlet of the orifices were sharp edged. The pressure drop across

Fig. 1 Schematic cross section of the combustion vessel

Fig. 2 Pressure history illustrating the diesel combustion
simulation procedure in the combustion vessel

Table 1 Injector tip orifice diameters „d … and corresponding
aspect ratios „ l Õd …

d (mm) 45 69 71 88 91 100 101 108 180
l /d 20.9 14.4 6.0 11.4 4.3 4.0 9.4 3.6 4.2
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the injector orifice was held constant at 138 MPa for all experi-
ments. At these conditions, the measured discharge coefficient
(Cd) and area contraction coefficient (Ca) for the 180-mm orifice
are 0.77 and 0.82, respectively, while the same coefficients for the
100-mm orifice are 0.8 and 0.86, respectively,@11#. The coefficient
values for the other seven orifices in Table 1 were assumed to be
equal to those for the 100-mm orifice for purposes of making
estimates of fuel jet air entrainment~to be discussed later!. The
assumed coefficients are typical of those previously measured for
a similar group of sharp edged orifices with diameters ranging
from 100 to 498mm, @11#. TheCd andCa for previous group of
orifices ranged from 0.77 to 0.84 and from 0.79 to 0.88, respec-
tively. This assumption does not significantly effect any interpre-
tations made in this paper based on air entrainment estimates.

The fuel used in the experiments was a Phillips research grade
#2 diesel fuel. The initial fuel temperature was 436 K. Relevant
fuel properties are given in Ref.@11#.

The injection duration depended upon the experiment. It was
chosen to allow sufficient time for acquisition of time-averaged
images of OH chemiluminescence and soot incandescence, as is
discussed in more detail later. For the conditions studied, the am-
bient conditions~temperature and density! changed very little dur-
ing the diesel combustion event.

Diagnostics and Measurements
OH chemiluminescence and soot incandescence images of each

diesel fuel jet flame were acquired and used to visualize overall
spatial features of the flame. In addition, the OH images were
analyzed for lift-off length and flame length, and the soot incan-
descence images were used to determine a relative measure of the
total soot incandescence for each diesel combustion event.

Image Acquisition. Simultaneous time-averaged, line-of-
sight images of light emission at 310 nm~OH chemilumines-
cence! and between 550–700 nm~soot incandescence! were ac-
quired with the two cameras shown in the optical setup in Fig. 3.
Due to overall geometric constraints in the experimental setup,
each camera was required to be two degrees off axis from the
image plane. This had a negligible effect on the images. Both
cameras used UV-Nikkor 105-mm, f/4.5 lenses with appropriate
filtering. The filter in front of the camera used to image the
310-nm light was centered at 310 nm with a 10 nm bandwidth. A

long-pass filter with a cutoff wavelength near 550 nm in front of
the second camera, coupled with a fall off in the camera sensitiv-
ity at 700 nm provided images of light emitted in the 550–700 nm
range.

The cameras were electronically gated, intensified CCD video
cameras~Xybion ISG-250! with a pixel resolution of 760 by 480.
The images were digitized with an 8-bit, 512 by 480 resolution
frame grabber. A frame-transfer inhibit on the camera allowed the
image acquisition to begin any selected time after the start of
injection was detected.

The time-averaging was accomplished by gating the camera
intensifier open for 3 ms for all images. The camera gate was
started after autoignition was completed and the flame length was
established, and ended prior to the end of injection. Use of a 3 ms
gate allowed turbulent fluctuations in the fuel jet to be averaged,
providing an image of the quasi-steady mean behavior of the jet.
Near-instantaneous images~60 ms camera gate! at these condi-
tions have shown that the features of the fuel jet flame fluctuate
around the quasi-steady mean locations with fluctuations that are
of the scale of fuel jet half-width,@4#.

Measurement of Lift-Off Length. Research on lifted,
turbulent-diffusion flames shows that stoichiometric or near sto-
ichiometric combustion occurs at the flame stabilization location,
@14#, i.e., at the lift-off length. The energetic reactions and high
temperatures that occur during stoichiometric combustion of typi-
cal hydrocarbon fuels form excited state species that include ex-
cited state OH~OH* !, @15#. The primary kinetic path for forming
OH* is the exothermic reaction CH1O2→CO1OH* , @15#. Once
formed, OH* returns rapidly to its ground state, a portion through
chemiluminescent emission and a portion through collisional
quenching. The time scale for the chemiluminescence process is
less than one microsecond,@15#. Since the chemiluminescence
process is fast compared with transport processes, OH chemilumi-
nescence provides an excellent marker of the location of high heat
release regions,@16#, such as the stoichiometric combustion re-
gion at the lift-off length.

One of the, strongest bands of OH chemiluminescence occurs
near 310 nm@15#. Previous measurements near the flame lift-off
region on a diesel fuel jet have shown that light emission at 310
nm is dominated by this band of OH chemiluminescence,@4#.
Accordingly, images of light emission at 310 nm were analyzed to
determine lift-off lengths in the current investigation in the man-
ner discussed in Ref.@4#. A summary of the procedure is discussed
below.

An example image of time-averaged natural light emission at
310 nm is shown in Fig. 4. The injector orifice is located at the left
edge of the image. The pressure drop across the orifice and the
orifice diameter were 138 MPa and 91mm while the ambient-gas
temperature and density at the time of injection were 1000 K and
30.0 kg/m3.

The image in Fig. 4 shows that light emission at 310 nm begins
at a well defined distance from the injector and extends down-
stream from there. The light emission at the upstream edge of this
region is dominated by OH chemiluminescence with soot incan-
descence contributing somewhat to the light emission at 310 nm
in the downstream direction,@4#. The bright lobes on the upper
and lower edges at the upstream end of the fuel jet are caused by
line-of-sight averaging of light emission from the ‘‘cylindrical,’’
stoichiometric mixing-controlled combustion zone~i.e., the turbu-
lent diffusion flame! that surrounds the periphery of the diesel fuel
jet, @1,17#.

The semi-logarithmic plot in Fig. 4 of the relative maximum
light intensity at 310 nm shows the well-defined rapid rise in light
emission resulting in a ‘‘knee’’ in the intensity profile as labeled in
the figure. As discussed in Ref.@4#, a threshold intensity was set at
an intensity value approximately equal to a 50% of the intensity at
the knee. The lift-off length was then determined by finding the
distances between the injector and the first axial locations above
and below the fuel jet centerline with an intensity greater than the

Fig. 3 Optical layout for OH chemiluminescence and soot in-
candescence imaging
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threshold intensity. The average of these two axial distances is
defined as the lift-off length. Due to the steep slope of the curve in
the vicinity of the lift-off length, changes in either the camera gain
or the threshold intensity had little effect on the measured lift-off
length. Discussion in Ref.@4# indicates that the axial intensity at
any location upstream of the ‘‘knee’’ in the time-averaged images
is related to the probability that combustion is occurring at that
location, with combustion occurring 100% of the time at the
‘‘knee.’’ This indicates that the threshold intensity selected, which
falls in the middle of the steep region, occurs at a location where
combustion is present approximately 50% of the time. In other
words, the location corresponds to the mean upstreammost loca-
tion of the fluctuating, turbulent, lifted flame.

Measurement of Soot Incandescence.At wavelengths be-
tween 550–700 nm it is expected that the light emission will be
dominated by soot incandescence. The images of light emission
between 550 and 700 nm~simultaneously acquired with the im-
ages of OH chemiluminescence! were thus used to assess the spa-
tial locations of hot soot and to give a relative measurement of the
amount of soot formed in the fuel jet.

In order to visualize the spatial locations of soot relative to the
OH chemiluminescence, the two images were combined as dem-
onstrated in Fig. 5. Shown in the top of Fig. 5 are OH chemilu-
minescence~top left! and soot incandescence~top right! images
for the 101-mm diameter orifice. The other experimental condi-
tions are the same as those given in Fig. 4 except that the ambient
density was 14.8 kg/m3. The soot incandescence image at the top
right was thresholded at an intensity equal to 8% of the full-scale
intensity and only pixels with intensities above the threshold were
kept as shown in the middle image at the right of Fig. 5. The same
image area retained in this process was subsequently removed
from the OH chemiluminescence image as depicted in the middle
left. The two images in the middle of Fig. 5 were then combined
as shown at the bottom of Fig. 5. The intensities in the soot in-
candescence portion of the image are shown in a ‘‘false’’ color
scale to differentiate them from the OH chemiluminescence por-
tion of the combined image. The OH chemiluminescence was left
in a gray scale, but doubled in the combined image in order to
show boundary regions more clearly.

A measure of the total soot incandescence was obtained by
integrating the soot incandescence image while accounting for the
camera gain setting. This total soot incandescence measurement
was used to examine the effect of orifice diameter on the amount
of soot formed relative to the amount of fuel injected. Typically,
soot incandescence cannot be directly related to soot concentra-
tion due to soot temperature and optical thickness changes with
changing conditions. These issues and their impact on the inter-
pretation of the soot incandescence data will be discussed in detail
when the orifice diameter effects on the amount of soot formed are
presented later in the paper.

Measurement of Flame Length. The flame length of diesel
fuel jets has received little attention, because the actual full flame
length is seldom, if ever, established in practical engine situations
prior to impingement of the burning fuel jet on in-cylinder walls.
However, with the small diameter orifices considered in this study,
it was possible to resolve the flame length within the combustion
vessel for some of the conditions considered in the current inves-
tigation. In typical applications of gas jets at atmospheric condi-
tions, the flame length is an important parameter for air utilization
and heat transfer considerations. In gas jets, flame length scales
linearly with nozzle diameter,@18,19#.

The flame length definition used for gas jets has typically been
quite arbitrary. In some instances, the mean value was determined
from instantaneous images of flame luminosity,@19#, while in
other cases the flame length was judged visually by an observer,
@18#. In this study, we define the flame length as the location at the
tip of the flame with an intensity equal to 50% of the maximum
intensity in the time-averaged OH chemiluminescence image~see
Fig. 4!. The maximum intensity is typically found in the region
preceding the tip of the flame~in Fig. 4, this region of maximum
intensity is slightly saturated!. Other definitions for flame length
are clearly possible, but we found that the trends in the results
were not very sensitive to the choice. As defined, the flame length
determined from OH chemiluminescence approximately corre-
sponds to the location where soot incandescence is no longer de-
tectable in the simultaneously acquired soot incandescence im-
ages. As a result, this definition of flame length is believed to be
comparable to the traditional visually defined flame length used
with sooting, atmospheric pressure, hydrocarbon flames.

Review of Previous Diesel Fuel Jet Lift-Off Length
Results

Shown in Fig. 6 are the effects of ambient gas temperature and
density on lift-off length as given in Ref.@3#. The figure is a plot
of lift-off length versus ambient gas temperature for four ambient

Fig. 4 OH chemiluminescence image „top … and centerline in-
tensity profile „bottom …. The image is a time-average of natural
light emission at 310 nm from a burning diesel fuel jet injected
into an ambient gas with a temperature and density of 1000 K
and 30.0 kg Õm3. The pressure drop across the injector orifice
and orifice diameter were 138 MPa and 91 mm. Fuel was in-
jected toward the right from an orifice located at the center, left
edge of the image.

Fig. 5 Procedure for displaying OH chemiluminescence and
soot incandescence images

190 Õ Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



gas densities ranging from 7.3 to 58.5 kg/m3. The orifice diameter
and pressure drop across the orifice were 180mm and 138 MPa,
respectively. The curves through the data are trend lines included
to help visualize the effects of temperature at each density. The
gray region represents the estimated range of lift-off lengths ex-
pected in quiescent-type diesel engines after the premixed burn
phase is completed, with a moderate-load, heavy-duty condition
falling in the center of the gray region. Figure 6 shows that both
ambient gas temperature and density have strong effects on the
lift-off length.1 As either parameter increases, the lift-off length
decreases. The effects of both parameters are nonlinear, with the
sensitivity of lift-off length to both parameters decreasing as they
increase. The temperature and density dependencies noted are pro-
portional toT23.74 and r20.85, respectively, based on fits of the
data to power-law functions.

Although the trends shown in Fig. 6 indicate a strong effect of
temperature and density on the physical dimension of the lift-off
length, the data can also be considered in terms of the amount of
fuel-air mixing that occurs prior to the initial combustion zone at
the lift-off length. The fuel-air mixture at the lift-off length is
believed to be important in combustion and pollutant formation
processes that occur within the diesel fuel jet, as discussed in the
Introduction. The changes in the fuel-air mixture at the lift-off
length as a result of changes in operating conditions are therefore
of great interest.

The quantity of air entrained prior to the lift-off length can be
estimated using the expression for the axial variation of the cross-
sectional average equivalence ratio in a fuel jet~f!, developed by
Naber and Siebers@6#. The reciprocal of that equivalence ratio
relationship~3100!, when applied at the lift-off length, gives an
expression for the air entrained up to the lift-off location as a
percentage of the total air required to burn the fuel being injected.
This percentage is defined as the percent of stoichiometric air
(zst), and is given by Eq.~1! below for ambient gas with an
oxygen concentration of 21%~by volume! and diesel fuel that has
an air-to-fuel stoichiometric mass ratio of approximately 15.

zst~%![
100

f
5
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3
•SA1116•S H

x1D 2

21D (1)

In Eq. ~1!, H is lift-off length andx1 is the characteristic length
scale for the fuel jet,@6,11#, defined by

x15Ar f

ra
•

ACa•d

a•tan~u/2!
. (2)

In Eq. ~2!, the termd is the orifice diameter;Ca is the orifice
area contraction coefficient;r f and ra are the injected fuel and
ambient-gas densities, respectively; andu/2 is the measured
spreading half-angle of the fuel jet,@11#. The value of the constant
a is 0.75. ~The value fora is different than the value of 0.66
previously recommended fora, @6#. The new recommendation for
a results from new measurements ofCa for the orifices used in
Ref. @6#. The new measurements were made with an improved
technique for measuringCa , @11#.!

Equation~3! ~from Ref. @11#! gives the fuel jet spreading half-
angles as a function of the ambient gas to injected fuel density
ratio.

tan~u/2!5c•F S ra

r f
D 0.19

20.0043•Ar f

ra
G (3)

The equation was derived empirically from data for several ori-
fices. The constantc in Eq. ~3! is 0.271 and 0.255 for the 180-mm
and 100-mm orifices, respectively. For the other seven orifice used
in this investigation, the constantc is assumed to be 0.255, the
value for the 100-mm orifice. This assumption does not signifi-
cantly affect the estimation ofzst for the orifices considered.
Equation~3! applies for vaporizing fuel jets, and therefore, applies
up to the lift-off length.

The percent of stoichiometric air entrained up to the lift-off
length determined with Eqs.~1!–~3! using the lift-off length data
in Fig. 6 is plotted in Fig. 7. Figure 7 shows that there is a strong
effect of temperature~for a constant density! on zst , but little
change inzst with a change in density~for a constant temperature!
indicating that the air-fuel mixture at the lift-off length is more
sensitive to changes in temperature than ambient density. This
trend is especially true over the range of potential conditions ex-
pected in a quiescent diesel after the transient premixed burn
phase is completed and the lift-off length becomes established~10
to 45 kg/m3 and 950 to 1200 K!.

Results and Discussion

Lift-Off Length. The effect of orifice diameter on the lift-off
length in the size range of 45–180mm is shown in Fig. 8. Data
are shown for ambient temperature and density combinations of
1000 K and 14.8 kg/m3, 1100 K and 14.8 kg/m3, and 1000 K and
30.0 kg/m3.

In agreement with previous results for orifice diameters be-
tween 100 and 363mm, @3#, the lift-off length decreases slightly
with decreasing orifice diameter. In addition, the lift-off length is
shown to decrease with either increasing temperature or density,
in agreement with previous results shown in Fig. 6,@3#.

Figure 8 also shows the percent of stoichiometric air,zst , en-
trained into the jet up to the lift-off length for the three sets of
conditions based on Eqs.~1!–~3!. Although the lift-off length de-
creases with decreasing orifice diameter,zst increases quite dra-
matically as the orifice diameter becomes smaller for all sets of
conditions considered. This increase inzst is due to the strong
dependence of air entrainment~relative to the fuel injection rate!
on orifice diameter shown by Eqs.~1!–~2!. The trends clearly
indicate that although orifice diameter has a relatively weak effect
on lift-off length, it has a strong impact on the amount of fuel-air
mixing that occurs upstream of the lift-off length.

With respect to temperature and density effects onzst , Fig. 8
shows that the amount of air entrained into the fuel jet is signifi-

1The two lift-off lengths for the 58.5 kg/m3 density and temperatures of 800 and
900 K are slightly less than presented in Ref.@3# due to a discrepancy found in the
data reduction for lift-off length at those conditions.

Fig. 6 Lift-off length versus ambient gas temperature for a
range of ambient gas densities „ra…. The pressure drop across
the injector orifice and orifice diameter were 138 MPa and 180
mm. The gray region represents the range of lift-off lengths ex-
pected in „quiescent … engines. The curves through the data
represent the trends along lines of constant density. „Repro-
duced from Ref. †3‡.…
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cantly less for an ambient temperature of 1100 K compared to an
ambient temperature of 1000 K. The smaller value forzst results
in combustion that is more fuel-rich just downstream of the lift-off
length for the higher temperature condition. A smaller decrease in
zst is observed as density increases from 14.8 kg/m3 to 30.0 kg/m3

for a temperature of 1000 K. The small reduction inzst with the
density increase is consistent with the trend shown in Fig. 7 at
1000 K.

Figure 8 indicates that for diameters as small as 45mm, as
much as 60% of the air required for complete combustion can be
entrained into the fuel jet prior to the lift-off length for some
conditions. Shown in Fig. 9 is a time-averaged OH chemilumines-
cence image for an orifice diameter of 45mm and an ambient
temperature and density of 1000 K and 14.8 kg/m3. The percent of

stoichiometric air at the lift-off length for this case waszst
558%. Two axial intensity profiles for the image are plotted in
the lower part of the figure. They are profiles along the line
~dashed or solid! through the image on the top of the figure. The
intensity profiles show a region of intense combustion occurring
very near the lift-off length that results from the high levels of
air-entrainment upstream of the lift-off length. The existence of
the intense region of combustion just downstream of the lift-off
length provides support for the ‘‘premixed combustion zone’’ hy-
pothesized by Dec downstream of the lift-off length,@1#, and
modeled by Chomiak and Karlsson@2#.

Soot Incandescence. Combined images of OH chemilumi-
nescence and soot incandescence are shown in Fig. 10 for five
different orifice diameters at a fixed ambient temperature of 1000
K and ambient density of 14.8 kg/m3. The procedure for combin-
ing the images was illustrated in Fig. 5. The OH chemilumines-
cence is shown in gray scale while the soot incandescence is pre-
sented in a false color scale. Factored into the soot incandescence
color scale for each image is the camera gain setting used for
acquiring each respective soot incandescence image. The camera
gain setting was decreased by more than a factor of 50 between
the 45-mm and 180-mm orifices to prevent saturation of the soot
incandescence images for the larger orifices.

A clear trend of reduced soot incandescence with decreasing
orifice diameter is shown in the images, suggesting reduced soot
formation with decreased orifice diameter. A significant fraction of
the soot reduction with decreasing orifice diameter is believed to
be the result of higher levels of air entrainment~relative to the
amount of fuel injected! upstream of the lift-off length that occurs
with decreasing orifice diameter, as was shown in Fig. 8. The
trends agree with total soot incandescence measurements pre-
sented in Ref.@3#. ~Note: A portion of the soot reduction is due to
less fuel being injected with a smaller orifice diameter. This
change in fueling with orifice diameter will be accounted for at
the end of this section.!

The combined OH chemiluminescence and soot incandescence
images in Fig. 10 also provide insight on the combustion and soot
formation regions downstream of the lift-off length. In all of the
combined images in Fig. 10 there is a distinct region just down-
stream of the lift-off length with no luminous soot. In this region
it is believed that soot formation and growth are beginning to
occur in the hot products immediately downstream of the lift-off
length. However, any soot particles formed in this region are still

Fig. 7 The percent of stoichiometric air entrained up to the
lift-off length versus the ambient gas temperature for a range of
gas densities. The pressure drop across the injector orifice and
orifice diameter were 138 MPa and 180 mm. „Reproduced from
Ref. †3‡.…

Fig. 8 Effect of orifice diameter on the lift-off length and the
percent stoichiometric air entrainment zst †%‡ upstream of the
lift-off length. The curves through the data show the trends.

Fig. 9 OH chemiluminescence image and axial intensity pro-
files for 45 mm orifice with zst †%‡Ä58%. The ambient gas tem-
perature, density and pressure drop across the injector orifice
of 1000 K, 14.8 kg Õm3 and 138 MPa. The lines drawn on the
image correspond to the radial location of the intensity profile
shown in the plot below in the same line type.
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too small, too low in concentration and/or too cool to emit much
soot incandescence. This observation indicates that the images of
310-nm light in the lift-off region are dominated by OH chemilu-
minescence and are free of any signal due to soot incandescence.
An additional observation is that the luminous soot region in the
images is contained within the envelope of OH chemilumines-
cence at the periphery of the jet. This is most visible for the
conditions for which the flame length is established prior to wall
impingement. Here, the images show no detectable soot incandes-
cence at the tip of the flame indicating that soot-oxidation pro-
cesses have removed most, if not all, of the soot by the tip of the
flame.

The effect of an ambient gas density increase to 30.0 kg/m3 at
an ambient temperature of 1000 K is shown in Fig. 11 for the five

orifice diameters shown in Fig. 10. In Fig. 11, the relative soot
incandescence intensity represented by the color scale is equal to
1/2 that in Figs. 5 and 10, i.e., the actual intensities are twice as
bright as shown in Fig. 11. This modification was necessary be-
cause the soot volume-fraction increases in proportion to density
~for a similar fuel-air mixture in the soot-forming region of the
fuel jet!, leading to an increase in local soot incandescence. The
trend in reduced light emission from soot incandescence at
smaller orifice diameters is again observed in Fig. 11, as would be
suggested by the trend of increased relative air entrainment up-
stream of the lift-off length with reduced orifice diameter for this
case~see Fig. 8!. When compared with Fig. 10, Fig. 11 also shows

Fig. 10 Combined OH chemiluminescence and soot incandes-
cence images. The OH chemiluminescence is plotted in gray-
scale and the soot incandescence is plotted in relative intensity
with the color scale given in Fig. 5. The horizontal size of the
images is 100 mm and the orifice is located at the left edge of
the image. The ambient gas temperature, density and pressure
drop across the injector orifice were 1000 K, 14.8 kg Õm3, and
138 MPa. The orifice diameter is given in the upper left corner
of the image.

Fig. 11 Combined OH chemiluminescence and soot incandes-
cence images. The OH chemiluminescence is plotted in gray-
scale and the soot incandescence is plotted in relative intensity
with the color scale equal to 1 Õ2 that given in Fig. 5, i.e., the
actual intensities are twice as bright as that shown in the fig-
ure. The horizontal size of the images is 100 mm and the orifice
is located at the left edge of the image. The ambient gas tem-
perature, density and pressure drop across the injector orifice
were 1000 K, 30.0 kg Õm3, and 138 MPa. The orifice diameter is
given in the upper left corner of the image.
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that flame length shortens with increasing density since the flame
lengths are shorter for each corresponding orifice diameter in Fig.
11 than in Fig. 10. The flame lengths will be discussed in more
detail in the next section.

The total soot incandescence at a given condition was obtained
by spatially integrating the soot incandescence images while ac-
counting for the camera gain setting. The integrated soot incan-
descence value was then normalized by the orifice diameter
squared to account for differences in the amount of fuel injected
with different orifice diameters. The relative changes in the nor-
malized soot incandescence with orifice diameter for fixed ambi-
ent conditions were then used as a relative measure of changes in
the amount of soot formed within the fuel jet as a function of
orifice diameter. As stated previously, soot incandescence changes
typically cannot be easily related to soot concentration changes
due to soot temperature and optical thickness changes with chang-
ing conditions. However, for a fixed set of ambient gas conditions,
the soot temperature and optical thickness changes with changing
orifice diameter can be argued to be small and/or result in a con-
servative interpretation of the data~i.e., greater changes in soot
concentration will occur than are indicated by the changes in the
soot incandescence!, as will be discussed next.

Changes in soot temperature with changing orifice diameter~for
fixed ambient conditions! should be small because the adiabatic
flame temperature in the stoichiometric, mixing-controlled com-
bustion layer surrounding the burning fuel jet should not change
significantly with orifice diameter. An expected increase in the
soot temperature in the central region of the fuel jet as a result of
a decrease in the equivalence ratio in the rich, central reaction
zone with a decrease in orifice diameter should not be a significant
factor, since the temperature in this central region should be con-
siderably lower than the temperature near the mixing-controlled
combustion layer at the fuel jet periphery. Furthermore, any in-
crease in soot incandescence due to the higher temperatures as
orifice diameter decreases would only tend to mask the actual soot
reduction with decreasing orifice diameter.

With respect to optical thickness, an increase in the optical
thickness of the fuel jet with increasing orifice diameter~for fixed
ambient conditions! will occur due to more soot being formed as
more fuel is injected. The greater optical thickness will cause the
soot incandescence signal to increasingly underrepresent the true
amount of soot within the fuel jet as orifice diameter increases.

Two other factors will also contribute to the conservative nature
of the interpretation of the soot incandescence signal. First, for
larger diameter orifices, the fuel jet passes beyond the window
aperture causing some portion of the total incandescence to be
uncollected by the camera. This uncollected incandescence will
lead to an additional underrepresentation of the actual amount of
soot formed for the largest orifice diameters. Second, since soot
levels are low for the smaller orifice diameters, chemilumines-
cence in the 550–700 nm wavelength range~e.g., from C2) is
likely to become a larger fraction of the light collected, again
masking actual decreases in soot with decreasing orifice diameter.

Given the above discussion, it is reasonable to expect that the
normalized total soot incandescence determined from the images
will provide a conservative measure of the soot reduction with
decreasing orifice diameter. The normalized total soot incandes-
cence is shown in Fig. 12 as a function of orifice diameter for the
three ambient gas temperature and density conditions considered.
Consistent with the trends shown in the individual images in Figs.
10 and 11, there is a significant decrease in normalized soot in-
candescence~i.e., soot! with decreasing orifice diameter for all
conditions considered.~Note that direct comparison between the
various ambient gas conditions is difficult because significant
changes in the soot temperature may occur with these changes,
masking any changes in soot concentration.!

When the normalized total soot incandescence is plotted versus
the percent of stoichiometric air entrainment,zst , as is shown in
Fig. 13, the total soot incandescence can be seen to decrease with

increasing air entrainment upstream of the lift-off length~relative
to the amount of fuel being injected!. This trend strongly indicates
soot formation per unit of fuel injected is reduced as the relative
air entrainment upstream of the lift-off length increases, support-
ing the concept of a link between soot formation and fuel-air
mixing upstream of the lift-off length,@3#.

Flame Length. As shown in Fig. 10 and Fig. 11, the tip of the
flame is contained within the image area for most of the smaller
orifice diameters. The volume that the fuel jet occupies is also
small relative to the volume in the combustion chamber, and the
ambient environment is considered quiescent relative to the fuel
jet. The flame length,HF , can therefore be analyzed from the
images in terms of the orifice diameter and the ambient condi-
tions. As discussed before, the flame length is defined as the lo-
cation with an intensity equal to 50% of the maximum intensity in
the OH chemiluminescence image~see Fig. 4!.

Measured flame lengths normalized by orifice diameter are
shown in Fig. 14 for a range of operating conditions. The figure
shows that the normalized flame length appears to decrease
slightly as orifice diameter increases. Also, a trend toward shorter
flame lengths with increasing density is visible in the data.

The flame lengths presented in Fig. 14 can be compared to
established theories for gas jet flame lengths. Previous research
has shown that the flame length on a gas jet is proportional to the
source diameter and independent of flow velocity for turbulent
conditions,@19#. Buoyancy effects are usually important for typi-
cal gas jets. The Richardson number at the flame length deter-
mines if the flow is momentum-driven or buoyancy-driven,@18#.
The Richardson number is defined as

j5S g

U0
2
•d2

•~r f /ra!
D 1/3

HF . (4)

The termg in Eq. ~4! is the gravitational constant,U0 is the
velocity at the exit of the nozzle,r f is the density of fuel,ra is the
density of the ambient, andHF is the flame length,@18#. The flow
becomes more momentum-driven asj approaches zero and
buoyancy-driven asj becomes large. Becker and Liang,@18# pro-
posed the following flame length correlation for the momentum-
driven limit ~some rearrangement of terms has been performed!:

Fig. 12 Total soot incandescence normalized by fuel flow rate
at various orifice diameters. The total soot incandescence was
obtained by integrating across the entire soot incandescence
image. For all cases the pressure drop across the orifice was
138 MPa.
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HF /d5CH•~r f /ra!1/2
•b•~11~A/F !st! (5)

b5~~Ma•Tad!/~Mprod•Ta!!1/2.

The termCH in Eq. ~5! is the flame length coefficient, (A/F)st is
the stoichiometric air-to-fuel mass ratio,Ma andTa are the ambi-
ent gas molecular weight and temperature,Mprod andTad are the
product gas molecular weight and adiabatic flame temperature.

Figure 15 shows the flame length coefficient,CH , calculated
with Eq. ~5! using the measured flame length data shown in Fig.
14. The figure shows that theCH falls between 4 and 6 for a wide
range of orifice diameters and operating conditions. However,
within this range ofCH , trends noted in the actual flame length

data in Fig. 14 are still present. These trends include a slight
decrease inCH with increasing orifice diameter or ambient gas
density.

Comparisons can be made to theCH determined from gas jet
experiments, but there is significant scatter inCH from gas jets,
and flame length correlations different than that given in Eq.~5!
have been proposed. Becker and Liang@18# suggested aCH
'11, while Kalghatgi@19# found CH'6. More recently, Heskes-
tad @20# proposed a form similar to Eq.~5! but used an excess gas
temperature in place ofTad in Eq. ~5! that was moderately lower
than Tad . Accounting for the difference in excess temperatures,
Heskestad’s results suggestCH'8. An earlier correlation pro-
posed by Delichatsios@21# retained no dependency on flame or
ambient temperature~i.e., the termb in Eq. ~5!!. Accounting for
the difference between his recommendation and Eq.~5! suggests
CH'10.

Based on the discussion in the previous paragraph, the results
presented in Fig. 15 are in closest agreement with the recommen-
dation of Kalghatgi. We note, however, that there is limited data in
the momentum limit for gas jets and there remains some question
about where the momentum limit begins based on the Richardson
number,j. The experiments of Becker and Liang were performed
at values ofj as small as 1.2 while Kalghatgi conducted experi-
ments with values ofj as small as 0.8. For lower values ofj,
Kalghatgi found thatCH decreased significantly asj decreased,
from approximately 8.5 to 6 asj decreased from 1.8 to 0.8. For
comparison, a Richardson number estimated using Eq.~4! for
typical conditions in our experiments isj'0.4. This estimated
Richardson number supports the agreement noted with Kalghat-
gi’s results for his lowest Richardson number conditions.~Note
that Eq. ~4! is for a vertical flame but our injector is mounted
horizontally. Thus, any effects of buoyancy on our fuel jet should
be even less.!

Conclusions
The effects of orifice diameter on the structure of a diesel fuel

jet flame were investigated at fixed ambient conditions~i.e., tem-
perature and density! for orifice diameters ranging from 45mm to
180mm. The overall flame structure was visualized through time-
averaged OH chemiluminescence and soot incandescence imaging

Fig. 13 Total soot incandescence normalized by fuel flow rate
as a function of percent stoichiometric air zst †%‡ entrained up-
stream of the lift-off length. The conditions are the same as
given in Fig. 12.

Fig. 14 Normalized flame length as a function of orifice
diameter

Fig. 15 Flame length coefficient, CH , at various operating
conditions derived from the measured flame lengths and
Eq. „5…
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during the quasi-steady portion of the diesel injection. The lift-off
length, defined as the farthest upstream location of high-
temperature combustion, and the flame length were determined
from the OH chemiluminescence images. The simultaneously ac-
quired soot incandescence images were used as a relative measure
of the amount of soot formed within the fuel jet and were com-
bined with OH chemiluminescence images to show features of the
reacting fuel jet structure. The following conclusions were
reached in this study:

1. The lift-off length decreases slightly with decreasing orifice
diameter but the estimated amount of air entrained prior to
the lift-off length ~relative to the amount of fuel injected!
increases, resulting in a reduced overall average equivalence
ratio in the initial combustion zone of the fuel jet.

2. Even when normalized by the fuel flow rate, the total soot
incandescence significantly decreases as orifice diameter de-
creases for fixed ambient conditions. The soot reduction in-
dicated by the decrease in soot incandescence was attributed
to the higher levels of air entrainment prior to the lift-off
length ~relative to the amount of fuel injected! for smaller
orifice diameters.

3. With smaller orifice diameters the flame length could be
established within the combustion vessel. The measured
flame lengths for these conditions are in general agreement
with those suggested by the work of Kalghatgi@19# for
momentum-driven gas jets. Only small differences between
the two works were noted in the trends with respect to ori-
fice diameter and ambient gas density.

Acknowledgments
Support for this research was provided by the U.S. Department

of Energy, Office of Heavy-Duty Vehicle Technologies and Office
of Advanced Automotive Technologies. The research was per-
formed at the Combustion Research Facility, Sandia National
Laboratories, Livermore, CA.

Nomenclature

(A/F)st 5 stoichiometric air-to-fuel mass ratio
c 5 constant in Eq.~3!

Ca 5 orifice area contraction coefficient
Cd 5 orifice discharge coefficient
CH 5 flame length coefficient

d 5 orifice diameter
g 5 acceleration due to gravity

HF 5 flame length or height
H 5 lift-off length or height
l 5 length of the orifice

Ma 5 molecular weight of the ambient gas
Mprod 5 molecular weight of the product gas

P 5 pressure
T 5 temperature

Uo 5 fuel velocity at orifice exit
x 5 axial coordinate of the fuel jet

x1 5 characteristic length scale defined by Eq.~2!
b 5 temperature parameter of Eq.~5!
f 5 cross-sectional average equivalence ratio in fuel

jet

u/2 5 measured half-cone angle of the fuel jet
r 5 density

zst 5 percent of stoichiometric air entrained into fuel jet
~i.e., the air entrained normalized by the air re-
quired to burn the injected fuel!

j 5 Richardson number at the flame length

Subscripts

a 5 ambient gas
f 5 fuel
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Main Bearing Friction and
Thermal Interaction During the
Early Seconds of Cold Engine
Operation
Motoring tests have been carried out on an unloaded crankshaft to examine friction levels
and the influence of local thermal conditions in and around the main bearings, at speeds
covering the range of 200–1000 rev/min and from initial temperatures down to220°C.
The temperatures of the bearing oil film and the adjacent metal are strongly coupled. This
directly influences the variation of friction with time during the early seconds of running.
The possibility of lowering friction during this period by reducing the strength of the
thermal coupling has been investigated. Heat conduction through the bearing shells can
be reduced by raising the contact resistance at the rear surface of the shells, raising oil
film temperature, and hence, reducing local oil viscosity. Experimental data and model
predictions illustrate that a significant reduction in bearing friction can be
achieved.@DOI: 10.1115/1.1804538#

1 Introduction
The study reported here is concerned with friction levels in the

crankshaft main bearings, and specifically, the interaction between
friction and local thermal conditions during the early seconds of
cold engine operation. At low ambient temperatures, the initial
viscosity of the oil films in the bearings is relatively high giving
rise to high friction losses. This contributes to high levels of over-
all engine friction, which is a key factor controlling start times.
When ambient temperature falls to a critical value, usually be-
tween220 and230°C, automotive diesels exhibit a substantial
extension of start time before an unassisted idling condition is
achieved. The reason is simply that the engine friction work ini-
tially exceeds the indicated work output. The startup cannot be
completed until this inequality is reversed by the reduction in
friction as the lubricating oil starts to warm up.

Levels of engine frictional resistance immediately after the start
of engine cranking, and the subsequent decay of friction levels,
have been studied through motoring tests in previous work@1#.
Individual tests were carried out at a constant motoring speed. The
variations of engine friction mean effective pressure~fmep! and
the viscosity of the oil at a reference location, either in the sump
or the main gallery, were determined from motoring torque and oil
temperature measurements. A typical test result is plotted in Fig. 1
to illustrate that once quasisteady thermal conditions are estab-
lished, the variation of engine friction follows a power-law depen-
dence on oil viscosity determined at the reference location. The
explanation for this relationship, indicated by line ‘‘A’’ in Fig. 1, is
that after the first minute or so of operation, temperatures rise at
similar rates throughout the engine as it warms up. The oil tem-
perature rise determined at the reference point is sufficient to char-
acterize the variation at other points.

During the first tens of seconds of engine operation, the power-
law relationship between friction and oil viscosity does not hold.
The variation of fmep during this transient decay period is iden-
tified by the label ‘‘D’’ in Fig. 1. The variation of fmep with time
has been described@1# using

FRt511~FRI21!exp~2t/t! (1)

In Eq. ~1!, FRt is the ratio of fmep at timet to the corresponding
quasisteady value at the same viscosity.FRI is the initial ratio, at
the start of motoring, when the corresponding quasi-steady value
is given by point ‘‘C’’ in Fig. 1. t is the time constant for the
decay. Friction teardown tests on several engines show qualita-
tively similar trends. At low temperatures and low motoring
speeds, the piston group~which includes big end bearings! con-
tributes most to the total friction. The crankshaft assembly~main
bearings, thrust bearings, and oil seals! is generally the second
largest contributor. Both the piston group and the crankshaft as-
sembly exhibit similar friction characteristics to those of the com-
plete engine, with an initial transient period during which friction
levels fall eventually onto the power-law variation with bulk oil
viscosity.

During the early seconds of engine operation, frictional dissi-
pation at the rubbing surfaces raises the temperature of the oil
films and the adjacent parts of the engine structure. The increase
in film temperature lowers oil viscosity, and hence, reduces fric-
tion at the hydrodynamically lubricated surfaces. Hence, friction
behavior and changes in local thermal conditions are strongly
coupled. In addition, the high oil shear rates can give rise to a
temporary shear viscosity loss, although the effect of shear rate is
less significant than the film temperature. It follows that if the
local oil film temperature is used as the reference temperature to
evaluate oil viscosity, rather than the main gallery or sump tem-
perature, the variation of fmep with changing oil viscosity might
be characterized by a single power law relationship throughout
both the initial transient and quasisteady periods of cold running.

The area around a crankshaft main bearing is reasonably acces-
sible and thermocouples can be inserted relatively easily. The
crankshaft assembly is the last remaining in a friction teardown
test, making it the least difficult to isolate and motor indepen-
dently. These features make it the natural choice for the investi-
gation of friction and thermal interaction. The study was struc-
tured around three aims. First, to determine by experiment how
main bearing friction depends on bearing oil film viscosity during
cold running conditions. Second, to develop a computational
model of thermal/friction interaction with a view to identifying
the heat paths and sinks involved. Third, following from this, to
examine the scope to accelerate friction decay rates during the
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early seconds of engine warm-up operation by increasing the con-
tact resistance at the outside surface of the bearing shells.

2 Experimental Investigation
A schematic diagram of the experimental apparatus is shown in

Fig. 2. The refrigerated enclosure contained a crankshaft, main
bearings and block assembly and could be cold soaked to any
initial temperature down to229°C. Two separate driveshafts were
used to drive the crankshaft and the standard oil pump, both of

which were driven by a direct current~dc! motor external to the
enclosure via two toothed belts. The crankshaft had a torque tube
transducer positioned in-line within the drive train. This enabled
the crankshaft speed and motoring torque to be recorded as a
function of time. The crankshaft was accelerated to the desired
test speed within 2 s. The crankshaft was essentially unloaded
since there was no gas loading. There is evidence indicating that
when averaged over the engine cycle, the main bearing friction
torque is effectively independent of engine load@2#, and in the
current study, the advantage of directly measuring crankshaft fric-
tion torque was the key consideration in the design of the test rig.
Tests were carried out for crankshaft speeds of 200, 400, 600, 800,
and 1000 rev/min. All tests were conducted from an initial cold
soak temperature of220°C. The grade of oil using in the study
was SAE 10W-30. The engine components were from a four cyl-
inder, 1.81 diesel. The crankshaft’s five main bearings and two
seals were retained in the test rig installation. The main bearing
journals had a diameter,D, of 54 mm and the bearing lengths,L,
were between 20 and 22 mm. The oil feed to each bearing fed a
central oil groove in the upper shell. The groove was 2 mm wide
and extended around the full, 180° arc of the shell. Under the low
speed, low temperature test conditions investigated, the contribu-
tion of the end seals to the frictional torque of the crankshaft
assembly was only a few percent of total and has therefore been
neglected. Figure 3 shows a comparison of the motoring torques
recorded with and without the seals, at 1000 rev/min and an initial
temperature of220°C. Two of the crankshaft bearing caps were
instrumented with 0.5 mm diameter ‘‘K’’ type thermocouples as
illustrated in Figs. 4~a! and 4~b!. The first cap was used to mea-
sure the temperature distribution radially through the cap and the
second cap was used to record the temperature distribution of the
oil film around the lower half of the bearing circumference.

Tests were carried out on three sets of bearing shells. The av-
erage radial clearances of each set of bearing shells were deter-
mined by measuring the crankshaft journal diameters and the shell
diameters separately using a coordinate measuring machine. The

Fig. 1 Initial and quasisteady friction characteristics during
engine warm-up phase

Fig. 2 Experimental apparatus used for crankshaft main bearing study
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shell diameters were measured after installation into the cylinder
block with the bearing cap bolts tightened to the specified torque.
The clearance determined by this method includes the increase
which occurs when the shells are clamped. This increases the
radial clearance by typically 5mm. Measured values~at T
520°C) were 0.0066, 0.0269, and 0.0443 mm; these will be re-
ferred to as minimum, mean, and maximum clearances respec-
tively. Changes in the bearing clearance depend upon the average
temperatures of the block and crankshaft. The effect of tempera-
ture on bearing clearance has been quantified from measurements
recorded on an identical block and crankshaft at two temperatures,
120 and180°C. For this particular crankshaft and block arrange-
ment, the diameter of the bearing journal changes at a rate that is
typically 30% higher than the shell diameters located in the cast
iron block. Hence, for modeling purposes, the radial bearing clear-
ance at any given temperature is determined from the following
equation:

c5camb20.3
D

2
@a~T2Tamb!# (2)

wherea is the coefficient of linear expansion for the crankshaft
material.

The thermal coupling between the oil film and the surrounding
metal, due to heat conduction into the bearing shells and the
crankshaft journal, is apparent from the film and metal tempera-
ture variations shown in Fig. 5. The circumferential variation of
oil film temperature taken around the lower half of the bearing cap
circumference, is shown in Fig. 6. The data were recorded during
a test at 1000 rev/min using shells with maximum clearance. Dur-
ing the first few seconds of the test, a significant temperature peak
is observed at the location of thermocouple No. 2, close to the
point where oil film thickness is likely to be a minimum. After 10
s into the test, however, the circumferential variation is negligible
and film temperature is uniform.

3 Friction and Heat Transfer Model
The thermal coupling of friction and heat transfer reflects the

way in which oil film temperature is dictated by the balance be-
tween frictional dissipation in and heat removal from the oil film.

The thermal capacity of the oil film in a journal bearing is suffi-
ciently small to be considered insignificant. Energy conservation
then requires

Ẇ5Q̇shell,cap1Q̇shell,block1Q̇journal1ṁCpDToil (3)

Ẇ is the frictional power dissipated in the bearing, given by the
product of bearing frictional force and relative surface velocity.
The first three terms on the right hand side of Eq.~3! represent the
heat flow from the oil film to the block shell, cap shell and journal
respectively. The fourth term represents the net enthalpy out flow
due to the flow of the oil film. Under cold-start conditions, this
last mechanism of heat transfer is small in comparison to heat
conduction to the local structure.

Fig. 3 Comparison of torque required to motor the crankshaft
assembly with and without seals, at 1000 rev Õmin and starting
at À20°C

Fig. 4 Instrumentation of bearing caps, „a… thermocouple po-
sitions to measure temperatures through the shell Õcap and „b…
positions to measure temperature around the oil film circum-
ference
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3.1 Friction Force. The description of friction force which
follows has been developed by empirically modifying Petroff’s
equation in the form accounting for the dependence of friction
force on eccentricity ratio,e @3#:

F force5
pDLUm

cA~12e2!
(4)

The viscosity,m, is an effective variable with a value which
depends upon film temperature and shear rate, if the oil behaves as
a non-Newtonian fluid. The value is determined from

m5m0Fs1
~12s!

~11ug/gcu!mG (5)

This is derived from the Cross equation@4#, and used here with
constantm taken to be unity. According to Taylor@5#, m is be-
tween 0.5 and 1.0 for most multigrade oils. The reference viscos-
ity, m0 , is calculated using the Vogel equation@3#:

m05k expS u1

u21Toil
D (6)

which describes the temperature dependence of viscosity more
accurately than the Walther equation@3#. For SAE 10W-30, the
values ofu1 , u2 , and k are 1160, 125°C, and 0.059~Pa s!, re-
spectively@6#. The shear rate,gc , at the point when oil viscosity
is equal to the mean of zero shear and full shear values, is given
by

log10~gc!5A1BToil (7)

with A53.5 andB50.02 for SAE 10W-30, according to Ref.@5#.
Equations~4!–~7! contain a number of approximations and un-

certainties which could not be separately quantified in the experi-
mental data. The three independent variables in the test matrix
were the bearing surface speed, film temperature, and clearance.
After the short, two second period required to accelerate the
crankshaft up to the target speed, the crankshaft speed and there-
fore the bearing surface speed were constant throughout a test.
The film temperature and clearance both varied during the test.
The results obtained show

F force}
U0.6m0.8

c
(8)

where the values of the indices ofU andm differ from those in Eq.
~4!. The measured frictional force is plotted against the value
given by Petroff’s equation in Fig. 7. The eccentricity ratio, which
was not measured here, has been assigned a relatively low con-
stant value of 0.6 to reflect the unloaded test conditions. An ec-

Fig. 5 Temperature variations with time of oil film, shell, cap
and block during a typical motored crankshaft friction test from
À20°C start

Fig. 6 Temperature variation of the oil film around lower bear-
ing cap circumference, during a motored crankshaft friction
test at a speed of 1000 rev Õmin from a start temperature of
À20°C

Fig. 7 Measured friction force versus values from Petroff’s
equation. Constant speed tests starting at À20°C. Data covers
200–1000 rev Õmin, and three base clearance levels.
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centricity ratio of 0.6 equates to an attitude angle of 45 deg@3#,
which is consistent with the circumferential location of film peak
temperature observed in the studies reported here. The change in
clearance during a test has been evaluated from Eq.~2!. The data
covers tests for each base line clearance and each speed. The
effect of clearance is accurately accounted for, but not the effect
of relative bearing speed and this gives rise to the spread of the
data. The indice of viscosity affects the gradient. After modifying
the indices of U andm, the agreement between predicted and
measured values ofF force is greatly improved, as shown in Fig. 7,
and for a single~unloaded! journal bearing the final result is given
by

F force'bS pDLU0.6m0.8

cA~120.62!
D (9)

whereb is a constant required to maintain the unit of frictional
force in Newtons and has a value of 1 N0.2/s0.2.

The dependence of friction force on viscosity raised to the
power of 0.8 is at odds with the directly proportional relationship
expected for journal bearings operating in the hydrodynamic re-
gime. The difference is most probably due to inaccuracies in the
modelling of viscosity characteristics. These were not determined
for the particular SAE 10W-30 oil used in the test work, and the
dependence of viscosity on shear rate and temperature are de-
scribed using data drawn from the literature. The friction force
could be made proportional to viscosity by relatively small adjust-
ments tok andu1 in Eq. ~6!, to 0.0472 Pa s and 928°C, respec-
tively. Although noted here, the authors elected not to make these
more arbitary adjustments.

3.2 Convection. The heat transport which takes place
through convection is determined by assuming that the oil tem-
perature rises linearly bydToil , between entry and exit from the
bearing. Hence,

Q̇conv5V̇oilrCpdToil (10)

According to Cameron@3#, short bearing theory describes the
oil volumetric flow rate through the bearing as consisting of two
components. The flow rate due to the pressure difference across
the bearing is given by

V̇bearing50.3S 22
L

D DUcL (11)

and the flow rate due to the feed pressure is given by

V̇feed5
pDc3Ppump

6mL
(12)

Equation~12! is the case for a bearing with a central oil feed
groove extending 180 deg around the circumference.Ppump is the
gauge oil feed pressure. The total given by

V̇oil5V̇bearing1V̇feed (13)

is in agreement with flow rates measured by collecting the dis-
charge flow from the bearings under similar, steady state motored
conditions@7#.

3.3 Heat Conduction. Heat conduction through the bearing
shells outwards into the bearing cap/cylinder block, and inwards
into the journal are the main paths of heat removal from the oil
film during the early seconds of operation. This is modeled as a
one-dimensional~1D!, transient heat conduction problem using
cylindrical elements concentric with the bearing as shown in Fig.
8. The outer most bearing cap and cylinder block elements are
thermally coupled to lumped elements representing the cap and
those parts of the block which act as a heat sink with a tempera-
ture which changes relatively slowly. This is shown in Fig. 9. The
finite difference formulation for any internal node is given by

Ti85FoFTi 11S 11
dr

2r i
D1Ti 21S 11

dr

2r i
D1Ti S 1

Fo
22D G

(14)

The formulation for any boundary node, in this case for the oil
film contact, is given by

Ti85FoH Ti 11S 22
dr

r i
D1

2hdrToil

k

1TiF 1

Fo
2S 22

dr

r i
1

2hdr

k D G J (15)

Fig. 8 Measured friction force versus modified prediction, Eq.
„9…. Data plotted covers the same tests as Fig. 7.

Fig. 9 Distribution of elements used in the one-dimensional
finite difference transient heat conduction model
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The contact coefficient at the interface of the bearing shells and
the block or bearing cap shown in Fig. 10 is given by

hc,s5
Q̇

2pr shellL~Tshell2Tcap/block!
(16)

The two other contact coefficientshc, j andhc,b , identified in Fig.
10, are defined in a similar way.

Solutions have been obtained for various cases by time march-
ing from an initially uniform temperature field, with an iteration to
find the oil film temperature consistent with the frictional dissipa-

tion and heat transfer rate from the film at each time step. The
time step used was always less than the maximum for stability of
the explicit finite difference scheme

dt<Fo
~dr !2

k
rCp (17)

where the Fourier number,Fo, is restricted by

Fo<
1

S 22
dr

r
1

2hdr

k D (18)

In practice, the accuracy of the energy balance of the oil film is
a greater constraint because of the strong coupling of film tem-
perature and frictional dissipation.

The shell contact coefficient,hc,s , and the oil film heat transfer
coefficient,h, were treated as empirical constants for the range of
conditions examined. The values giving best agreement between
measured and predicted temperature fields were 16 000 and 8000
W/m2 K, respectively. The values forhc, j and hc,b , were both
assigned a value of 500 W/m2 K. Comparisons of predictions and
experimental data, for three different clearances and for a crank-
shaft speed of 1000 rev/min, are shown in Fig. 11. The values of
frictional force given in the figures are per bearing. Agreement
between the predictions and experimental data are excellent
throughout the first seconds of crankshaft rotation when thermal
conditions are rapidly changing, and subsequently when quasi-
steady thermal conditions prevail around the bearing.

4 Shell Contact Resistance
During the first tens of seconds of cold-running, most of the

heat generated by the friction work in the bearings is conducted
into the block~and crankshaft! as illustrated by the predictions
shown in Fig. 12 for the mean clearance shells at a test speed of
1000 rev/min. It follows that increasing the thermal contact resis-
tance at the shell/block interface should increase the rate of rise of
the oil film temperature, reducing oil viscosity, and hence, reduc-
ing friction. The increase in thermal resistance was achieved by
removing 80% of the contact area on the back of the bearing
shells. Figure 13 illustrates a standard plain shell and a shell with

Fig. 10 Finite difference thermal network

Fig. 11 Comparison of measured and predicted crankshaft
main bearing friction force for minimum, mean, and maximum
clearance bearing shells at 1000 rev Õmin
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20% of the original contact area. The reduction was achieved
through a chemical etching process using a 75:25 mix of water
and nitric acid. Areas of the shell not to be etched were masked
using printed circuit board track masking tape and etch-resistant
ink.

The effect of the increase in contact resistance is apparent in
comparisons of test results recorded using the original and etched
shells. Figure 14 illustrates the differences in bearing friction
force for minimum, mean, and maximum clearances, respectively,
at a crankshaft speed of 200 rev/min. The corresponding compari-
sons for a crankshaft speed of 1000 rev/min are shown in Fig. 15.
From the data presented increasing the contact resistance had little
effect when the maximum clearance shells were used. The in-
crease in contact resistance produced a relatively insignificant re-
duction of typically 5% in friction during the early seconds of the
tests. More encouraging reductions were achieved for the mean
and minimum clearance shells. The initial friction level was re-
duced by typically 22% and 27%, respectively. The greater effect
when clearance is smaller is due to the higher rates of frictional
heating, and hence, higher heat conduction into the shells. From
the results for 1000 rev/min given in Fig. 15 it can also be ob-

Fig. 12 Comparison of relative conduction and convection
heat transfer terms for mean clearance shells, operating at
1000 rev Õmin

Fig. 13 Illustrations of main bearing shells, „a… shows a stan-
dard plain shell and „b… shows a shell with approximately 20%
of the original contact area

Fig. 14 Main bearing friction force at crankshaft speeds of 200
rev Õmin for „upper figure … minimum, „middle … mean, and „lower …
maximum bearing clearances
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served that as time increases, the two friction profiles for each set
of clearances converge. This indicates that the shell etching pro-
cess did not affect the operating clearance of the bearings.

The interface contact coefficient used in the finite difference,
transient heat conduction model was reduced from 16 000 to 3200
W/m2 K to simulate the influence of the 80% reduction in contact
area. The predicted variations of friction force agree well with the
experimental data. The comparisons of predicted and experimen-
tal results presented in Fig. 16 cover the bearing minimum, mean,
and maximum clearance cases, respectively. Predictions for a the-
oretical fully insulated set of bearing shells are also shown, indi-
cating that a further significant reduction in friction force would
be achieved by reducing contact area still further, to less than 20%
of the original area.

5 Discussion

The results of previous work@1# have shown that engine fric-
tion takes some tens of seconds after a cold start to fall onto a
power law dependence on viscosity at a reference location. The
initial high levels of friction can dictate the start times of diesel
engines at ambient temperature around220°C and below, so there
are practical reasons for wanting to understand the behavior in
more detail. The study of the crankshaft main bearings shows that
thermal conditions local to the bearings influence the oil film tem-
perature and that this, it turn, largely controls the friction force
throughout both initial and quasisteady phases of running.

Motoring tests on the crankshaft indicated that main bearing
friction was proportional tom0.8, although the index could be

Fig. 15 Main bearing friction force at crankshaft speeds of
1000 rev Õmin for „upper figure … minimum, „middle … mean, and
„lower … maximum bearing clearances

Fig. 16 Measured and predicted effects of shell contact area
on friction at 1000 rev Õmin for „upper figure … minimum, „middle …

mean, and „lower … maximum bearing clearances. Predictions
for 0% contact are also shown.
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raised to unity by relatively small changes to the constants in the
Vogal equation describing the temperature dependence of viscos-
ity. This is a more likely source of error than the description of
viscosity shear loss, which reduces the viscosity by not more than
25%. The power law giving the best fit to the experimental data
indicates that friction force was proportional toU0.6. A linear fit to
the same data, setting friction force proportional toU and consis-
tent with hydrodynamic lubrication, gives a significant offset at
zero relative bearing speed. A possible explanation is that the
bearings were not fully flooded and/or may have operated in the
mixed lubrication regime at lower speeds.

Heat conduction into the shells and journal influences both the
initial level of friction and its rate of decay to quasisteady levels.
The experimental data and model predictions indicate that these
transient characteristics can be influenced by raising the thermal
contact resistance between the shell and the bearing cap/cylinder
block. The high thermal diffusivity of the shell metal and the
strong dependence of oil viscosity on temperature at low tempera-
tures, allows the contact resistance to influence friction within the
first second of crankshaft rotation. Opening up the bearing clear-
ance has a similar effect in reducing friction, in this case by re-
ducing oil shear and dissipation rather than by reducing heat trans-
fer and raising film temperature. Generally, for reasons which
include noise control, maximum clearances cannot be raised with-
out creating problems. There are no obvious thermodynamic rea-
sons why the contact resistance cannot be raised. This affects heat
conduction through the metal surrounding the film, which is im-
portant during cold-start-up and the following seconds. When op-
erating fully warm and high rates of heat removal are required,
convection is the dominant mode. For mechanical, performance
and reliability considerations, which include the possibility of ef-
fects on elastohydrodynamic behavior of the bearing, contact re-
sistance would need to be increased by means other than the cre-
ation of an air gap, possibly by coating the surface with an
insulating material.

6 Conclusions
During the first tens of seconds of cold operation, engine fric-

tion is relatively high and rapidly changing. The crankshaft main
bearings contribute significantly to the fmep total for an engine.
Conditions in and around these main bearings have been investi-
gated to establish what controls the variation of friction with time
and how it might be influenced.

The results of motoring tests show that bearing friction force is
proportional to U0.6m0.8/c, where the value ofm is evaluated at the
oil film temperature of the bearing. The changes in viscosity pro-
duced by changes in film temperature are the most significant
influence on bearing friction during cold running at a constant
speed. The circumferential variation of film temperature was
small.

A computational model was developed and applied to investi-
gate the thermal coupling between bearing friction and the local
surroundings of the bearing oil film. The model accurately repro-
duced measure values of temperature and friction, and showed
that heat conduction into the bearing journal and shells is the
dominant mechanism of heat removal from the film in the early
seconds of cold running.

Increasing the thermal contact resistance at the backsurface of
the bearing shells reduces bearing friction during cold running.

Increasing contact resistance by reducing the contact area to 20%
of the original gave a reduction in friction of just over 20% for
clearances at the mean of production tolerances.
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Nomenclature

A 5 oil shear rate constant
B 5 oil shear rate constant
c 5 clearance m

Cp 5 specific heat at constant pressure J/kg K
D 5 bearing diameter m
F 5 friction force N

FR 5 friction ratio
h 5 heat transfer coefficient W/m2 K
k 5 thermal conductivity W/m K, s21

L 5 bearing length m
ṁ 5 mass flow rate kg/s
P 5 pressure Pa
Q̇ 5 heat transfer rate W
r 5 element radius m
s 5 full shear to zero shear viscosity ratio
T 5 temperature K
t 5 time s

U 5 relative bearing surface speed m/s
V̇ 5 volume flow rate m3/s
Ẇ 5 power W

Greek Symbols

a 5 coefficient of linear expansion °C21

b 5 equation constant N0.2/s0.2

g 5 shear rate s21

e 5 eccentricity ratio
k 5 Vogel equation constant mPa s
u 5 Vogel equation constant °C
m 5 dynamic viscosity Pa s
p 5 mathematical constant
r 5 density kg/m3

t 5 time constant s

Dimensionless Groups

Fo 5 Fourier number,kdt/rCp(dr)2
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Experimental Investigation of Oil
Accumulation in Second Land of
Internal Combustion Engines
Blowback of engine oil suspended in combustion gases, when the gas flows from the
piston second land back into the combustion chamber, is believed to contribute to oil
consumption and hydrocarbon emissions in internal combustion engines. Oil accumula-
tion in the region between top and second compression rings is a factor that influences
this phenomenon. The effects of individual parameters, such as oil film thickness and
viscosity, however, have still not been understood. The present study was aimed at con-
structing an experimental setup to study the effect of oil film thickness on oil accumulation
in the second land of internal combustion engines. Due to the inherent difficulties of
experimentation on production engines, a modeled piston-cylinder assembly was con-
structed. Total oil accumulation in the modeled second land after a single piston stroke
was measured and compared to oil consumption in operating engines.
@DOI: 10.1115/1.1805011#

Introduction

Oil transport through the cylinder piston route has important
implications in the performance of internal combustion engines.
The amount of oil available affects power loss due to friction,
wear of cylinder components, and piston ring performance. On the
other hand, engine oil is also known to contribute to burned and
unburned hydrocarbon emissions. Within the last two decades,
increasing concerns on the environmental pollution due to emis-
sions from vehicles have brought strict regulations on the emis-
sion levels and the contribution of oil loss to emissions has be-
come important. The achievement and maintenance of reduced
levels of oil consumption are of prime interest to engine manufac-
turers for meeting even more stringent future emission standards.

There are two major routes of oil loss in engines, the existence
of which have been experimentally verified. These are due to the
valve train and the path via the cylinder. In internal combustion
engines, oil consumption through the piston-cylinder assembly is
the major contributor when compared to oil loss through the valve
train. The valve train oil consumption accounts for 15%–25% of
total oil loss, whereas the remaining 75%–85% is due to the path
via the cylinder@1#. Although the general effects of piston and
ring design on oil loss are known to engine and component manu-
facturers, the underlying physical mechanisms and the effects of
individual parameters are still not well understood. Among the
three different mechanisms that are perceived to contribute to oil
loss through the cylinder path, oil evaporation from the cylinder
surface was investigated numerically by Wahiduzzaman et al.@2#
and found to account for a relatively small fraction~5%–10%! of
total consumption in diesel engines. The second mechanism, oil
scraping and pumping by the top compression ring into combus-
tion chamber, has not been experimentally verified. The final
mechanism of oil loss due to in-cylinder components is the blow-

back of oil entrained by the blowby gases into the combustion
chamber, which is physically well founded, but modeling and ex-
perimentations are still missing.

Oil entrainment into the blowby gases is a complex phenom-
enon and even though there are several studies in the literature on
liquid entrainment into the gas stream, no study exists on oil en-
trainment into blowby gases in internal combustion engines. En-
trainment of oil into blowby gases can be the major oil transport
mechanism that effects oil accumulation in the second land, which
in turn, is blown back to the combustion chamber early in the
exhaust stroke. The amount of oil entrained due to this mechanism
is affected by the flow conditions and physical properties of the
fluids. Hewitt and Hall-Taylor@3# summarized the entrainment
mechanisms based on experimental observations. Droplets can be
formed either by breaking up of waves created on the liquid sur-
face during the gas flow or by the emission of a bubble from a
liquid surface. Wave undercutting and shearing off of roll wave
crests were presented as the main mechanisms encountered in
liquid entrainment. They emphasized the strong dependence of
droplet entrainment on gas-liquid flow combinations, geometry,
and physical properties. Ishii and Grolmes@4# developed incep-
tion criteria for droplet entrainment in two-phase flow based on
the above-mentioned two mechanisms. They concluded that appli-
cability of mechanisms depends on the flow conditions, and
abrupt changes observed in the experiments were attributed to a
change in the entrainment mechanism. Ishii and Mishima@5# de-
veloped correlations for the entrained fraction of water in the
water-air system and used the same two mechanisms in their
model. Their results showed that the prevailing entrainment
mechanism changes with Reynolds number.

The studies on blowback of oil into combustion chamber, so
far, have shown that inter-ring crevice volumes and pressures play
an important role in oil blowback@6–11# and the existence of two
oil flow paths between the crankcase and piston rings were ob-
served@9,10#. Two routes of oil flow were described. The minor
route was the oil flow through the peripheral surface of the piston
rings. This route becomes important when thermal and other de-
formations of the cylinder block render the cylinder bore non-
circular and consequently the lubricant finds a path towards the
combustion chamber through the top ring. In modern engines due
to improved design and production processes, this particular oil
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flow path, however, remains unimportant for blowback oil con-
sumption. The major route was found to be the oil flow through
the ring end gaps where the area formed by the ring end gap, the
piston crown, and the cylinder liner is considered as the main gas
and oil passage area@6,8,9#.

It is the inter-ring pressure variation, given in Figs. 1~a! and
1~b! @11#, that is important in understanding the physics of gas
flows through the ring end gaps. The cylinder pressure is much
higher than the second land pressure~i.e., pressure between the
top two compression rings! during compression and early expan-
sion strokes. Until mid-expansion, as a result of this pressure dif-
ference, a gas flow at sonic speeds occurs towards the second
land. During this process, oil left in the crown land and top ring
groove is entrained into the blowby gases and accumulates in the
second land as oil mist. Due to rapid expansion and depressuriza-
tion caused by the opening of the exhaust valve, the cylinder
pressure drops below the inter-ring pressure causing a back flow
of gas, carrying oil mist into the combustion chamber. This, in
turn, is mixed with the combustion products and expelled out of
the enginevia the exhaust valve, appearing as burned and un-
burned hydrocarbons in the exhaust gases. The schematic repre-
sentation of the oil blowback mechanism is shown in Fig. 2.

Researchers have so far intended to study the gross effects of
some geometric parameters—such as ring end gap positions and
piston ring face profiles—on oil consumption. The motion of
tracer oil injected into the cylinder was recorded by Saito et al.
@12# using a video camera through a transparent glass engine cyl-
inder. They concluded that only a small quantity of oil resided in
the third land, the volume between the second compression ring
and the oil control ring. They observed that oil did not penetrate
the second land or the combustion chamber, and concluded that it
did not contribute to oil consumption. Wong and Hoult@13# stud-
ied the lubricant film characteristics and oil consumption in a
small diesel engine experimentally, using a radioactive tracer for

the oil consumption and laser fluorescence diagnostics for the film
thickness measurements. The study showed that oil film thickness
affected the oil loss in diesel engines. They could not, however,
find conclusive evidence that the amount of oil in the second land
correlated with the oil consumption. In addition, their results
showed that the crown land—the volume between the top com-
pression ring and top surface of the piston—ran dry and therefore
could not contribute to oil consumption in any significance. Kim
et al. @7# studied the importance of inter-ring crevice volume as a
source of unburned hydrocarbon emissions numerically. A physi-
cal flow model integrated with a ring dynamics model to predict
the gas flows through the inter-ring crevice was constructed. The
results showed that late in the expansion stroke some of the inter-
ring mixture returned to the combustion chamber. Moreover, they
found that the unburned hydrocarbon~HC! emissions caused by
the inter-ring mixtures were 10%–30% of the entire unburned HC
emissions over an engine speed range of 1250–3500 rpm and the
reduction in emissions was closely related to blowby, which was
directly related to the volume of the inter-ring crevice.

Although there are numerous related studies, the effect of indi-
vidual parameters, such as oil film thickness, lubricant type, tem-
perature, and pressure on oil accumulation are unknown. In the
present work a model of cylinder piston ring assembly in Carte-
sian geometry was constructed to investigate the effect of oil film
thickness on oil accumulation in the second land volume of a
diesel piston cylinder assembly, to assess the contribution to oil
consumption in internal combustion engines.

Experimental Setup
Previous experimental studies on oil blowback have been car-

ried out on motored or fired engines equipped with special optical

Fig. 1 Cyclic pressure variations given by Dursunkaya et al.
†11‡: „a… cylinder; „b… second land

Fig. 2 Mechanism of blowback oil consumption
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systems to trace the oil flow in the cylinder and were aimed at
investigating the gross effects of certain design parameters. The
experiments, however, were not designed to assess the effect of
individual parameters on oil consumption. In this study, an experi-
mental setup was constructed to investigate the effect of oil film
thickness on oil accumulation in the second land in internal com-
bustion engines. Such an investigation on an operating engine is
prohibitively difficult to carry out due to the fact that the thickness
of the oil film cannot be controlled in an operating engine, since it
is affected by the piston axial and lateral motion, ring face profile,
ring tilt, and inter-ring pressures.

Therefore, keeping the film thickness constant and uniform at
intended values for individual experiments could not be achieved
in a real engine. Moreover, sampling must be completed in a short
duration, in the order of a few milliseconds, from a narrow but
longitudinally distributed inter-ring volume while the piston is in
motion, which requires complex experimental designs. To over-
come these experimental difficulties and enable a controlled ex-
periment, a representative model of an internal combustion engine
piston-cylinder assembly was designed in Cartesian geometry. For
the pressurization process a free moving piston-cylinder assembly
and a sudden expansion mechanical valve were employed. The
pressure data were recorded by a data acquisition system. Oil
content in the second land oil-gas mixture was analyzed by a gas
chromatograph. The schematic representation of the experimental
setup is shown in Fig. 3.

In a heavy-duty diesel engine cylinder pressure can reach 60–
160 bars, whereas second land pressures of 6–20 bars are com-
mon. Because of the high pressure ratio between the combustion
chamber and the second land, the flow between the two volumes
occurs under sonic conditions for a long duration of the power
stroke. The compressed gas flow is choked during the end of
compression and early expansion strokes. Choked flow conditions
prevail about 90 deg crank angle of the cycle and most of the oil
entrainment and accumulation in the second land occurs during
this period, later to be blown back to the combustion chamber as
the pressure drops in late power and early exhaust strokes. In
other words, depending on the second land and groove volumes,
gas that moves to the second land from the top land accumulates

a significant amount of entrained oil during this sonic flow, which
lasts approximately 10 ms in an engine running at 1500 rpm.

To have flow conditions similar to operating engines, it was
necessary to have choked flow in the setup for a duration of 10
ms. On the other hand, high peak pressures encountered in real
engines could not be obtained in the experimental setup, since this
would result in a design well beyond the existing equipment and
experimental tools. Therefore, a compromise design was sought,
where by obtaining a high enough pressure ratio between the
simulated combustion chamber and the second land, choked flow
conditions were achieved. Simultaneously the pressure rise curve
attained in the second land was similar to operating engines. The
volumes and passage areas were also similar to those encountered
in real engines. However, the peak pressures in the simulated
combustion chamber—approximately 8 bars—were substantially
less than those seen in real heavy-duty diesel engines, and conse-
quently the mass flow rate of gas through the ring end gaps were
less than those of real engines. In order to obtain similar instan-
taneous mass flow rates, pressurization properties, such as similar
pressure ratios, peak pressures, temperatures, and flow durations
similar to operating engines had to be obtained. Since the aim of
the present study was the investigation of the effects of individual
parameters, which were only possible on a representative model
of a real engine, in the experiments, the ratio of pressure in the
first land to the pressure in the second land was kept above 1.89 so
that flow would occur under chocked conditions. For this purpose,
a computer code was developed to simulate the slider-crank mo-
tion of the piston and the thermodynamic process during a single
piston upward stroke to guide the design. The software simulated
the pressurization process of the simulated combustion chamber
and simulated second land volume, and volumes of the pressur-
ization chamber and simulated combustion chamber that resulted
in the desired pressurization characteristics, namely duration and
the shape of the pressurization curve were calculated. The soft-
ware was also used to determine other design parameters such as
the activation pressure of the sudden expansion valve and the
thickness of piston.

The constructed model was effectively the transformation of
piston cylinder, inter-ring crevices in operating engines into a rect-
angular geometry. The dimensions were kept identical to those of
a heavy-duty diesel engine piston-cylinder assembly having the
dimensions given in Table 1.

Modeled Piston-Cylinder Assembly. The modeled piston-
cylinder assembly was the transformation of engine piston-
cylinder volumes and surfaces including the combustion chamber,
inter-ring crevice volumes, and ring end gap, into a Cartesian
geometry. The stepwise schematic representation of the geometric
transformation is shown in Fig. 4. The model consisted of three
plates, namely, top, center, and bottom plates, a stopper, a check
valve, and a sampling tube as shown in Fig. 5. Each plate repre-
sented different locations of piston and cylinder in internal com-

Fig. 3 Schematic of experimental setup

Table 1 Dimensions of the modeled piston cylinder assembly
of the heavy-duty diesel engine

Bore diameter 125 mm
Stroke 140 mm
1st Land Diameter 124 mm
2nd Land Diameter 124.44 mm
1st Groove Diameter 112.27 mm
2nd Groove Diameter 112.27 mm
Thickness of Ring Groove 1 3.5 mm
Thickness of Ring Groove 2 3.2 mm
Distance of Groove 1 Top from the Piston Crown 5.7 mm
Distance of Groove 2 Top from the Piston Crown 16 mm
Thickness of 1st Ring 3 mm
Thickness of 2nd Ring 2.8 mm
Width of 1st Ring 5.1 mm
Width of 2nd Ring 5.1 mm
Ring End Gaps 0.5 mm
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bustion engines. The function of the top plate was to stop the
free-moving piston at the end of pressurization. It also connected
the free-moving piston-cylinder assembly to the modeled piston-
cylinder assembly and simulated a part of the combustion cham-
ber. The center plate contained the pressurization chamber, sam-
pling chamber, flow passage gap, and flow separator as shown in
Fig. 6. The pressurization chamber and the dead volume in the top
plate simulated the combustion chamber. The volume of this
chamber, about 220 cm3, corresponded to the average cylinder
volume during the expansion stroke, during which the oil blow-
back takes place. The sampling chamber was the region where the

oil-gas mixture was retrieved. It represented the second land vol-
ume in engines. The second land volume was lumped to a narrow
rectangular region to obtain a uniform mixture for sampling. The
dimensions of the modeled second land was set at 5035315 mm.
During experiments the pressures in the pressurization chamber
and sampling chamber were measured via pressure transducers.
The flow passage gap simulated the piston ring end gap, the oil-
gas mixture flow passage. The cross sectional dimensions of the
flow passage, 0.530.5 mm, were similar to real engines and it was
the only gas passage area between the pressurization and sampling
chambers. The flow separator was designed such that it acted as
an obstacle to flow and was used to distribute the pressurized air
to both sides so that it would not pass through the flow passage
gap directly. This was desired so that the pressurization process
would be similar to a polytropic pressurization of real engines.
The oil accumulation in the second land volume was measured
after a single piston stroke by retrieving and analyzing the gas
mixture accumulated in the sampling chamber. For this purpose a
measured amount ofn-hexane was placed in a sampling tube and
connected to the sampling chamber. Since engine oil dissolves in
n-hexane, this was necessary in order to retrieve all the oil col-
lected in the sampling tube, and not leave any in the tube for
chromatographic analysis. After the system reached equilibrium,
the valve was opened and the oil-gas mixture sampling chamber
was admitted in the sampling tube. For the sampling process, the
pressures in the pressurization chamber and sampling chamber
were kept constant by means of a check valve.

The bottom plate was designed and constructed for simulating
the cylinder wall. The upper surface of the plate simulated the
cylinder surface and oil was spread on the surface. The oil film

Fig. 4 Schematic of geometric transformation

Fig. 5 Modeled piston cylinder assembly Fig. 6 Center plate
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thickness was predicted by means of the total amount of oil spread
on the surface prior to every experiment. A measured quantity of
oil that corresponded to the desired oil thickness was placed on
the surface. The oil was subsequently spread on the surface by a
razor blade. This operation initially resulted in ripples, which in
time succumbed to surface tension. Experiments were performed
once the surface of the spread oil was uniform in appearance. For
quantities of oil less than 15 mm, however, the oil surface re-
mained lumpy; therefore, no experiments were performed in this
range. The oil accumulated in the sampling chamber was collected
for the chromatographic analysis. Sampling tubes having 3.1 cm3

internal volumes were manufactured for sample collection and
two minispherical valves were fitted on both sides of the tubes.

Pressurization Unit

Free Moving Piston-Cylinder Assembly.The pressurization in
real engines is a polytropic thermodynamic process. To simulate
this, a free-moving piston-cylinder assembly was used for the
pressurization of the modeled piston cylinder assembly. A single
cylinder of a Ford-OTOSAN Dover engine block together with its
piston-ring pack was modified and used later in the experiments.
The bore of the cylinder was 104.7 mm. The piston was cut under
its first compression ring to increase the compression ratio and the
peak pressures in the pressurization chamber and sampling cham-
bers. This modification also reduced the mass of the piston.

During the sampling process, the pressure should remain con-
stant. However, during the preliminary experiments, it was noted
that the pressure in pressurization chamber dropped rapidly due to
gas flow through the ring end gaps and clearances. To ensure
constant pressure after pressurization a check valve was con-
structed and installed between free moving piston-cylinder and
modeled piston-cylinder assemblies.

Sudden Expansion Mechanical Valve.The pressurization of
the free-moving piston-cylinder assembly was desired to occur
rapidly, similar to the combustion process in internal combustion
engines. Several alternatives were conceptualized for this purpose,
such as using an explosive charge or a diaphragm. Eventually, a
sudden expansion mechanical valve constructed by Kokdemir
@14# was used in the experiments. The valve was a combination of
a gas storage chamber and an activation chamber with a mechani-
cal valve placed in between. These were two high-pressure cham-
bers separated by the mechanical valve~Fig. 7!. The working
principle of the mechanical valve was based on a sudden applica-
tion of a large force on the piston in the direction of the flow
orifice. In applying this force, high pressure present in gas storage
chamber was utilized. Sudden depressurization of the activation
chamber by a solenoid valve causes a high pressure difference on
both sides of the piston of the mechanical valve, and the net force
pushes the piston towards the activation chamber. During this
rapid motion the flow passage area through the free-moving
piston-cylinder assembly opens and the gas in gas storage cham-
ber flows through the opening. The opening time depends on the

pressure applied on gas storage chamber, and for a pressure dif-
ference of 10 bars, the opening time was found as 0.5 ms@14#,
which was acceptable for the present application.

Data Acquisition and Gas Chromatograph. The pressure
data were recorded by means of a data acquisition system through
a personal computer. The data frequency was 1 kHz to get suffi-
cient number of data for the pressure curves. For oil content
analysis a VARIAN STAR 3400 CX model gas chromatograph
with a flame ionization detector was used. Helium and a SU-
PELCO SPB-1 type column were chosen as carrier gas and cap-
illary gas chromatography column, respectively.

Results
The pressurization curves of the pressurization chamber and

sampling chamber shown in Fig. 8 indicate that the gas flow into
sampling chamber lasted approximately 12 ms, which, corre-
sponds to an engine operating at around 1400 rpm. The pressure
ratio between the two chambers was above 1.89, which indicates
that the flow in the passage area was sonic and choked as desired,
for almost 10 ms. Even though peak pressures, as well as actual

Fig. 7 Sudden expansion mechanical valve

Fig. 8 Experimental pressure variation: „a… pressurization
chamber and sampling chamber; „b… pressure ratio
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mass flow rates occurring in internal combustion engines, could
not be reached, the duration of the process and the prevailing
compressible flow conditions were close to actual engine values.
The average mass flow rate was estimated to be around 40%–90%
of those encountered in internal combustion engine applications.
The experimental second land pressure reached 5.2 bar~absolute!
within the same time interval, whereas it is in the range of 6–15
bar in a diesel engine. Initially, the experiments were performed
between 15 and 105mm oil film thickness with 15mm increments
and an SAE15-40W type engine oil was used as the lubricating
oil. The initial experiments revealed a discontinuity in the data
and the experiments were repeated in the 30–105mm range with
7.5 mm intervals. The samples were retrieved at 5.2 bar pressure.
The ambient temperature during the experiments was around 21–
24°C; therefore, no considerable effect on physical properties of
oil such as viscosity and surface tension were present.

The HC analyses of the oil-gas mixtures were performed on a
gas chromatograph. The gas chromatograph separates HC’s and
evaluates the volume based percentages of different HC’s in the
mixture. The first analysis was performed on puren-hexane and
the results were used as a reference for the samples. In the experi-
ments all HC’s originated fromn-hexane and engine oil only.
Therefore, the oil volume percentage in the mixture could be cal-
culated from the difference between total HC’s detected in the
chromatograph and HC’s belonging ton-hexane, which have dis-
tinct and unique retention times.

After carrying out a set of experiments that spanned the range,
a second set of replications were performed. This was deemed
necessary due to the unexpected behavior for oil film thicknesses
between 47 and 75mm. The results, given in Fig. 9, indicated that
there was a small increase in oil accumulation for oil film thick-
ness up to 45mm. However, at this thickness an inconsistency
between two replications was observed. A similar behavior was
seen at around 67.5mm after which a sudden decrease in oil
accumulation was observed up to 75mm. The difference between
two replications at 45mm and 67.5mm was attributed to a change
in the entrainment mechanisms described in Refs.@4#, @5#. How-
ever, the underlying phenomena need further investigation. For
the rest of the oil film thicknesses~i.e., between 45mm and 67.5
mm and above 75mm! an increasing trend in average oil accumu-
lation in the second land was found, which in fact, was expected
since the oil available was increased and more oil could be en-
trained into the air.

The oil consumption of a diesel engine with 135 mm bore and
140 mm stroke running at around 1800 rpm was found to range
from 3–6.5 g/h per cylinder@15#. In another research, Ref.@13#,

the oil consumption of a single cylinder small diesel engine with
75 mm bore and 70 mm stroke was measured to be 1–2 g/h at
around 2000 rpm. In order to compare the oil accumulation results
with known oil consumption, the following approach was used. A
‘‘projected oil consumption’’ value was computed based on the
assumption that all oil entrained in gas was transported to the
combustion chamber in late power and early exhaust strokes and
later consumed. This assumption, however, is not realistic, since
only a portion of the entrained oil would be blown back to the
combustion chamber, exposing it to consumption. The projected
results were compared to known oil losses through different
mechanisms as shown in Figs. 10 and 11. The average oil con-
sumption value, obtained from Ref.@15# at 1840 rpm was used to
estimate the oil consumption through cylinders and nonevapora-
tive oil consumption by calculating 80% and 70% of the total oil
loss value, respectively. These percentages represent the average
contribution of these individual mechanisms to total oil consump-
tion and were based on the estimates given in Refs.@1#, @2#. The
study of Iizumi and Koyama@15# was utilized due to similarities
in the dimensions of the diesel engine used. The experimental oil
consumption estimates given in Fig. 11 were 9–35 times greater
than expected values. This in fact was an expected result since not
all the oil accumulated in the second land is lost in real engines.
Some portion of oil accumulated flows into the third land,

Fig. 9 Oil accumulation into the second land
Fig. 10 Oil consumption rates in a diesel engine measured by
Iizumi and Koyama †15‡

Fig. 11 Effect of oil film thickness on projected non-
evaporative oil consumption
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whereas some stays in the second land ring grooves. Only 30%–
40% of the oil in the second land was expected to flow back into
the combustion chamber. Moreover, the oil film thickness on the
cylinder wall varies between 1 and 10mm in an internal combus-
tion engine, but in the experimental setup, a thickness below 15
mm could not be spread. When these effects were taken into con-
sideration, the oil consumption rates evaluated were in the same
order of magnitude and showed that the experimental setup could
be utilized for investigation of oil accumulation in the second
land.

Conclusions
In this study an experimental setup for investigating the effects

of individual operating parameters on oil accumulation in the sec-
ond land of internal combustion engines was constructed. The
setup included a modeled piston-cylinder assembly, which simu-
lated the inter-ring crevices and areas in real engines. The effect of
oil film thickness on oil accumulation was investigated and com-
pared to known oil consumption in operating engines. The follow-
ing conclusions were made:

~1! The oil film thickness on the modeled cylinder wall af-
fected oil accumulation in the second land crevice of the modeled
piston-cylinder.

~2! Large differences in oil accumulation between two replica-
tions of experiments were detected in the neighborhood of oil
thickness of 45mm and 70mm, in conjunction with sudden in-
crease or decrease of oil accumulation. Although this observation
needs further investigation, the prime suspect of this behavior is a
shift in the oil entrainment mechanisms at these film thicknesses.

~3! When compared to known oil consumption in a similar real
diesel engine, the projected oil consumption rates showed that oil
accumulation in the second land could be the major contributor to
oil consumption.

The effects of pressurization, different oils, and operating tem-
peratures need to be investigated, for a thorough understanding of
the oil consumption due to oil blowback into the combustion
chamber. The experimental setup may also be used to study oil
accumulation in the third land in internal combustion engines.
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Laser Ignition of Methane-Air
Mixtures at High Pressures and
Diagnostics
Methane-air mixtures at high fill pressures up to 30 bar and high temperatures up to
200°C were ignited in a high-pressure chamber with automated fill control by a 5 ns
pulsed Nd:YAG laser at 1064 nm wavelength. Both, the minimum input laser pulse energy
for ignition and the transmitted fraction of energy through the generated plasma were
measured as a function of the air/fuel-equivalence ratio (l). The lean-side ignition limit of
methane-air mixtures was found to bel52.2. However, onlyl,2.1 seems to be practi-
cally usable. As a comparison, the limit for conventional spark plug ignition of commer-
cial natural gas engines isl51.8. Only with excessive effortsl52.0 can be spark ignited.
The transmitted pulse shape through the laser-generated plasma was determined tempo-
rally as well as its dependence on input laser energy and properties of the specific gases
interacting. For a first demonstration of the practical applicability of laser ignition, one
cylinder of a 1 MWnatural gas engine was ignited by a similar 5 ns pulsed Nd:YAG laser
at 1064 nm. The engine worked successfully atl51.8 for a first test period of 100 hr
without any interruption due to window fouling and other disturbances. Lowest values for
NOx emission were achieved atl52.05~NOx50.22g/KWh!. Three parameters obtained
from accompanying spectroscopic measurements, namely, water absorbance, flame emis-
sion, and the gas inhomogeneity index have proven to be powerful tools to judge laser-
induced ignition of methane-air mixtures. The following effects were determined by the
absorption spectroscopic technique: formation of water in the vicinity of the laser spark
(semi-quantitative); characterization of ignition (ignition delay, incomplete ignition,
failed ignition); homogeneity of the gas phase in the vicinity of the ignition; and the
progress of combustion.@DOI: 10.1115/1.1805550#

Introduction
For a number of combustion applications, it is interesting to

look for alternative ignition sources. Particularly in the case of
internal combustion engines, there is a high demand for the po-
tential benefits the laser can provide, such as arbitrary positioning
of the ignition location in the cylinder, absence of quenching ef-
fects by the spark plug electrodes, precise ignition timing, and
easy regulation of the ignition energy deposited in the ignition
plasma. Especially for high-power gas engines, it is a primary
advantage to minimize service efforts due to the long-lasting per-
formance of a diode-pumped solid-state laser. High-load pressure
of the engine for optimum efficiency performance demands for
increased spark plug voltage leading to enhanced erosion of the
electrodes as well as causing electromagnetic incompatibilities.
This is naturally not the case when employing a laser ignition
system.

In this work, experiments in a pressure chamber of constant
volume were performed to investigate the main characteristics of
laser ignition under high pressure and high temperature conditions
regarding to the requirements of internal combustion engines. La-

ser ignition was also implemented to one cylinder of a 1 MW gas
engine to demonstrate the feasibility of laser-initiated engine start
and reliable operation and to characterize advantageous operation
regimes.

Generally, there exist several different approaches how to ignite
combustible gas mixtures by a laser@1–4#. In this work, ignition
is obtained via nonresonant optical breakdown. Focusing a pulsed
laser to a sufficiently small spot size creates high intensities and
high electric fields in the focal region, resulting in a well-localized
plasma. Consecutively, further energy can be accumulated by the
plasma through enhanced absorption, leading to local temperature
rise and, if a certain energy threshold is exceeded, to ignition of
the gas mixture starting via a self-sustaining flame kernel. Small
impurities of the gas mixture, such as aerosols or microparticles,
can influence the breakdown probability and, therefore, yield ef-
fective ignition @5,6#.

Figure 1 shows the processes involved in laser-induced ignition,
covering several orders of magnitude in time from the nanosecond
domain of the laser pulse to the duration of the combustion lasting
several hundreds of milliseconds. As opposed to conventional
spark ignition, the laser energy is deposited in a few nanoseconds,
leading to shock-wave generation and characteristic asymmetric
shapes of the flame kernel@8–11#. Naturally, this difference dur-
ing the first steps of ignition can influence the whole combustion
process significantly. It is, therefore, of serious interest to deter-
mine the main characteristics of laser ignition qualitatively and
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quantitatively by employing diagnostic methods working in dif-
ferent time domains, as it was done within this work.

Linear absorption spectroscopy is used to gather time-resolved
information of the entire combustion in the millisecond domain,
while fast tracing of transient laser pulses should give an indica-
tion of plasma formation during the first nanoseconds@12#.

Experiments

a. Setup for Evaluation of Ignition Parameters. Figure 2
depicts the first part of the experiment setup for laser ignition
experiments with emphasis on the optical scheme of the igniting
laser beam. The beam of a Q-switched Nd:YAG laser with a maxi-
mum output energy of 40 mJ per pulse was focused into a high-
pressure combustion chamber through a sapphire window of 13
mm clear aperture. Losses due to surface reflections are about 7%
per surface and are included in the given results for the minimum
pulse energy needed for ignition. The pulse duration was about 5
ns, and the beam quality described by the M2 factor was less then
2. The laser could be attenuated continuously by using an external
wave plate/polarizer setup without affecting any other laser pa-
rameters, such as pulse duration or spatial profile of the beam. It
has to be said, that a different pulsed Nd:YAG laser was employed
for time-resolved transmission measurements, delivering light
pulses of different pulse length~10 ns! and temporal and spatial
pulse shape (M2,1.1). Both lasers showed a typical temporal
multimode behavior. A spherically corrected two-lens system was
employed to focus the beam into the chamber achieving well-
defined focal diameters for correct calculation of the focal inten-
sity. Parts of the input/transmitted beam~about 4%! were used to
measure the energy of each pulse by two pyroelectric detectors
~SpectroLas PEM21! and a two-channel pulse energy-measuring
unit ~LEM2020!. Small portions of the input/transmitted beams
were used to record the temporal pulse shapes by two fast InGaAs
PIN photo detectors~rise/falltime t5250 ps! and a fast digital
storage oscilloscope~1 GHz, 4 GS/s!.

For all combustion chamber experiments, methane~99.5% of
purity, content of other CxHy,0.3%) and air of only technical
purity were used in order to yield data relevant for practical ap-
plications. Before each ignition event, the combustion chamber
was first flushed with air to remove all residual products of the
previous combustion. For achieving the intended ratio of the gas-
eous mixture components, it was necessary to measure the partial
pressures of methane and air by using a high-resolution~1 mbar!
pressure meter and, of course, thermalization of the filled mixture
component was ensured by attending a stationary reading of the
pressure meter. To reliably ensure a homogenous mixture, meth-

Fig. 1 Scope of timescales of various processes involved in laser-induced
ignition. The lengths of the double-arrowed lines indicate the duration ranges
of the indicated processes. Inserts: typical laser pulse duration; examples for
temporal development of spatially resolved OH concentrations in flame kernels
†7‡; typical pressure rise in the combustion chamber.

Fig. 2 Experimental setup for evaluation of ignition param-
eters: 1—Nd:YAG-Laser; 2—beam attenuator; 3,4,5—beam
sampler „4%…; 6—concave lens f ÄÀ40 mm; 7—spherical cor-
rected convex lens f Ä60 mm; 8,9—InGaAS PIN detector;
10,11—pyroelectric detector; 12—laser energy measuring unit;
13—pressure detector; 14—charge amplifier; 15—digital stor-
age oscilloscope; 16—fast digital storage oscilloscope; 17—
combustion chamber; 18—aperture 1 mm
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ane being the species of lower partial pressure should be filled in
first. In this way, homogeneity could be easily achieved by the
turbulences of the following stream of air.

The interior diameter and length of the chamber were 70 mm
and 220 mm, respectively. The maximum fill pressure of each
load was 30 bar, and the chamber was heated up to 200 °C con-
stant temperature additionally allowing us to prevent the side ef-
fect of water condensation on the chamber windows. After filling,
3 min waiting time was observed before each ignition attempt in
order to achieve stabilized mixture conditions. Consecutively, the
laser pulse energy was gradually increased with sub-Hertz repeti-
tion rates until ignition occurred, thus yielding the data of mini-
mum pulse energy needed for ignition.~No memory effects could
be observed at such repetitions rates.! Combustion initiated in this
way was monitored on a second storage oscilloscope utilizing a
piezoelectric pressure detector in combination with a charge am-
plifier. The mixture ratio of the filling was measured and cali-
brated by gas-chromatographic analysis.

b. Setup for Ignition Diagnostics. Laser-induced ignition
was investigated with a diagnostic technique based on absorption
spectroscopy. A tunable continous-wave diode laser emitting
around 2.55mm was used to track the water formation in the
vicinity of the laser spark during the ignition process. Water is one
of the combustion products exhibiting strong absorption at this
wavelength and, therefore, is qualified as an indicator of the glo-
bal chemical reaction CH412O2→CO212H2O.

The experiment setup part 2, focusing the absorption measure-
ment, is given in Fig. 3. The collimated diagnostic laser beam of
an InGaAsSb/AlGaAsSb quantum well ridge diode laser crosses
the combustion chamber perpendicular to the optical path of the
ignition laser intersecting at the focal spot of the latter. Corre-
spondingly, the chamber is mounted with four windows of sap-
phire of 13 mm clear aperture. A laser driver with a transfer func-
tion of 44 mA/V was deployed to change the emission wavelength
of the laser. A voltage ramp of 0–4 V with a repetition rate of 5
kHz was applied to the laser driver utilizing a function generator.
Accordingly, a time resolution of 0.2 ms was achieved. A 15 V
current source protected against the line voltage by an overvoltage
protector, and an automatic voltage regulator supplied the laser
driver and the function generator. A liquid N2 cooled detector in
combination with an amplifier was utilized to detect the transmit-
ted signal. Both, the diagnostic laser and the spectroscopic detec-
tor had to be purged with nitrogen to remove the water vapor in
the ambient atmosphere along the beam path, which would make
it impossible to detect the concentration of water generated during

the combustion process. During the experiments, the detector sig-
nal was visualized on an oscilloscope, and data collection was
performed with a computer equipped data acquisition board hav-
ing a maximum sampling rate of 125 MS/s, 60 MHz bandwidth,
and 12-bit vertical resolution. Further information can be found in
Ref. @13#.

c. Preliminary Engine Tests. For a first demonstration of
the practical applicability of laser ignition, one cylinder of a 1
MW natural gas engine was ignited by a 5 nspulsed Nd:YAG
laser at 1064 nm. The maximum pulse energy of this laser was
150 mJ. The beam was transmitted through the open air to the
engine via three mirrors fastened to a solid mechanical construc-
tion. The laser pulses were focused into the cylinder by a 200 mm
focusing lens through a sapphire window of 5 mm thickness.
Losses due to surface reflections are about 7% per surface and are
included in the given results for the minimum pulse energy
needed for ignition. The generated plasma was located approxi-
mately in the middle of the combustion volume to minimize
quenching losses due to the cylinder walls. The typical constant
engine speed is 1500 rpm; hence, this requires a laser repetition
rate of 12.5 Hz easily accessible by the mentioned laser system.
The laser was triggered by the engine via custom-made electron-
ics. Cylinder performance data under laser ignition were taken
during a test period of approximately 100 hr and will be discussed
below. Natural gas was used as a fuel for all engine experiments.

Results and Discussion
For lean gas engine applications, it is very important to know

the lean-side ignition limit of the fuel used. Figure 4 depicts this
limit measured in case of laser ignition. Mixtures up tol51.8
could be ignited applying only about 4 mJ of laser pulse energy.
Applying the maximum available pulse energy of 40 mJ, the lean-
side ignition limit was found to be atl52.2. The energy of the
transmitted part of the pulse was found to be nearly constant,
yielding values from 2 mJ to 6 mJ~Fig. 5!.

In the case of very lean mixtures abovel52.0, only very low
peak pressures were observed as shown in Fig. 6, indicating the
unlikeness of practical usability. Employing laser energies above
the required minimum yields shorter ignition delays, but the same
peak pressure@14#. The dependence of the minimum laser pulse
energy needed for ignition on the fill pressure can be found else-
where@15#.

Fig. 3 Experiment setup for ignition diagnostics:
1—diagnostic diode laser at 2.55 mm; 2—temperature control-
ler; 3—laser driver; 4—function generator; 5—detector;
6—amplifier; 7—PC; 8—oscilloscope; 9, 10—boxes purged with
N2 ; 11—pressurized combustion vessel; 12—Nd:YAG laser;
13—fuel and air inlet; 14—exhaust gas analysis

Fig. 4 Minimum pulse energy needed for ignition versus air Õ
fuel-equivalence ratio l; methane-air mixtures, T Ä200 °C, fill
pressure 30 bar
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The measured ignition delay time~defined as temporal interval
between the laser pulse and the time when 5% of the peak pres-
sure is reached! versus the air/fuel-equivalence ratio is plotted in
Fig. 7.

Time-resolved measurements of the transmitted part of the
pulse through the igniting plasma were performed to yield quan-
titative information about the absorbed fraction of the laser pulse
necessary to raise plasma energy and, therefore, sustain ignition.
Figure 8 shows averaged shapes of the transmitted pulses depend-
ing on their input energy. Up to 0.5 mJ input laser energy corre-
sponding to a focal intensity of 2.531011 W/cm2 no plasma is
created and hence no shape deformation of the transmitted pulse
can be observed. Plasma is generated reliably above 1 mJ absorb-
ing and reflecting the incoming laser light and, therefore, sup-
pressing laser transmission to a large amount. Obviously, the
transmitted and smaller reflected parts are lost for ignition imply-
ing the necessity of an increase as steep as possible of the laser
pulse for a future practical laser ignition system.

Figure 9 reveals the time-resolved intensity plots of the trans-
mitted pulses in different media. All curves were measured at the
intensity threshold level for reliable plasma generation. Accord-

ingly, the required intensity for plasma generation in methane is
evidently smaller than in air or pure nitrogen. This will lead to
slightly higher laser pulse energies needed for successful plasma
formation in lean mixtures. The results of Figs. 8 and 9 were
achieved by experiments employing different lasers. Thus, the
temporal pulse shapes in both figures look quite different.

The diagnostic characterization of laser-induced ignition was
judged by three parameters obtained by tunable diode laser spec-
troscopy, namely, water absorbance, flame emission, and the gas
inhomogeneity index.

The first characterization parameter, water absorbance A, was
evaluated according to Lambert Beer’s law A5 ln(I0 /I), with I
being the intensity of the transmitted light andI 0 the incident
intensity. Absorption spectroscopy is an inherently integrative
technique delivering path-averaged results. When water is formed
close to the ignition spot, one will see a signal that stems from
both very hot and rather cold regions. The line strength is a func-

Fig. 5 Transmitted laser energy through plasma versus air Õ
fuel-equivalence ratio l; methane-air mixtures, T Ä200 °C, fill
pressure 30 bar

Fig. 6 Pressure rise in the chamber after ignition applying
minimum pulse energy; methane-air mixtures, T Ä200 °C, fill
pressure Ä30 bar, laser pulse energy Ä25 mJ

Fig. 7 Ignition delay versus air Õfuel-equivalence ratio at mini-
mum laser pulse energy; methane-air mixtures, T Ä200 °C, fill
pressure 30 bar

Fig. 8 Temporal shapes of the focal intensity of transmitted
pulses through the medium with or without plasma formation.
Depending on the input laser pulse energy, plasma is formed if
the breakthrough intensity is exceeded, thereby drastically
changing the transmitted pulse shape; air of technical purity,
TÄ20 °C, fill pressure 40 bar.

216 Õ Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tion of temperature, which is neither known exactly nor a con-
stant. In the onset of the combustion process being most interest-
ing, one can assume a homogeneous temperature in the growing
flame ball to address and simplify this problem. The pressure in-
side the combustion reactor rises steeply, so that significant pres-
sure broadening will occur. Pressure broadening limits the use of
tunable diode lasers because the wings of the absorption feature
cannot be recorded properly any more, due to the limitation of the
laser tuning range. In addition, a nonlinear dependence of the
concentration on the measured absorbance will be observed if the
peak becomes broader than the tuning range. These shortcomings,

the obscure temperature and linearity aspects, are relevant for
quantitative model purposes. Water that is formed by reactions of
different hydrocarbons in the vicinity of the laser spark can there-
fore be determined merely in a semi-quantitative manner. The
absorbance values of water vapor were evaluated up to 4. Without
any sophisticated detection schemes, absorbance above 4 becomes
difficult to measure because the transmitted intensity approaches
zero.

As shown in Fig. 10 for a stoichiometric mixture, the absor-
bance of water increases sharply with time. After approximately
70 ms, it could not be determined any more because the transmis-
sion became too low.

The second parameter characterizing the ignition event is flame
emission. Such emissions were captured by the detector as an
offset to the voltage caused by the transmitted laser radiation. The
photo detector used in these studies has a response wavelength
range from 1 to 10mm. Therefore, most of the infrared radiation
contributes to the signal. One can deduct the ignition delay from
the time difference between the trigger signal of the laser pulse to
the onset of emission. An offset at the beginning of every mea-
surement is caused by the background radiation due to the ambi-
ent temperature. The methane flame emissions for the stoichio-
metric and fuel-rich case resemble each other very much, except
for the fact that in the former case the peak value is reached
sooner. Comparing to Fig. 11, one can see that the emissions from
the flame in the fuel-lean case do not emerge before approxi-
mately 150 ms due to the extraordinarily long ignition delay time.

In the experiment setup used, the infrared probe beam traverses
the combustion vessel before hitting a photo detector situated in a
purged box behind. The transmitted signal fluctuates strongly over
time. The nonresonant variation of the transmittance is caused by
several effects: The beam may be partially blocked~e.g., by soot
particles! or partly deflected from the detector by refractive index
gradients inside the vessel~e.g., due to flames!. In the experiments
the laser beam can also be deflected from the detector by the
influence of the plasma and the shock waves, depending on the
relative position to the plasma spark. It can also be deflected by
refractive index gradients caused by the propagating flame, a fact

Fig. 9 Temporal shapes of the focal intensity of transmitted
pulses under reliable plasma formation condition, depending
on different gaseous media „technical purity …; TÄ20 °C, fill
pressure 10 bar

Fig. 10 Evaluated data from the laser-induced ignition of a stoichiometric
methane Õair mixture, namely, gas inhomogeneity index, water absorbance, and
flame emission. T Ä200 °C, fill pressure 30 bar, air Õfuel-equivalence ratio lÄ1.0

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 Õ 217

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



that was relevant during the entire ignition investigation. The
faster the flame develops, the stronger the transmitted signal will
fluctuate. The fluctuations can be expressed in terms of a fre-
quency and a derivation thereof. By so doing, it is possible to
introduce the third parameter treated in this paper, the so-called
inhomogeneity index@s22#. Fuel-rich and stoichiometric methane-
air mixtures show a high velocity of flame propagation corre-
sponding to high fluctuations of the gas inhomogeneity. Due to a
decelerated combustion process and flame velocity, respectively,
slight transmission variations are observed during the ignition pro-
cess of fuel-lean methane-air mixtures. The index allows one to
easily spot the start of combustion, to follow the combustion, and
to discern failed or stopped combustion events. Turbulence intro-

duced by the flame into the stagnant air of the constant volume
vessel also dominates this inhomogeneity index. Before ignition is
launched, the inhomogeneity index can be used to obtain informa-
tion on the homogeneity of the gas mixture at the location of
ignition.

As it was mentioned above, first engine experiments have been
carried out. Figure 12 gives an example of typical pressure rises of
the laser-ignited cylinder verifying an increase in peak pressure
when raising the laser pulse energy.

Figure 13 shows the required ignition energy depending on the
mean pressure. In the high-load range, a minimum ignition energy
of 15 mJ was sufficient for smooth operation, in the lower-load
range, the ignition energy requirement clearly increased. It was
easy to set an air/fuel-equivalence ratio ofl51.8 on the engine

Fig. 11 Evaluated data from the laser-induced ignition of a fuel-lean
methane Õair mixture, namely, gas inhomogeneity index, water absorbance,
and flame emission. T Ä200 °C, fill pressure 30 bar, air Õfuel-equivalence ratio
lÄ1.7

Fig. 12 Pressure rise in a laser-ignited cylinder depending on
laser pulse energy; 1 MW natural gas engine, mean pressure 18
bar, time of ignition 20° before DTC, NO xÄ500 mg ÕmN3, aver-
aged over 100 cycles

Fig. 13 Required laser pulse energy of a laser-ignited cylinder
depending on mean pressure; 1 MW gas engine, air Õfuel-
equivalence ratio lÄ1.8
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yielding reliable performance for a first test period of 100 hr, fully
equivalent to spark-ignited operation. The lean-burn limit of the
tested setup was found to lie close tol52.1. The lowest NOx
emissions were reached at an air/fuel-equivalence ratio ofl52.05
with values about 0.22 g/KWh. We claim that this represents the
first successful demonstration and measured data of a laser-ignited
gas engine. Naturally, the experiment conditions were not opti-
mized so far possessing, however, a large potential for improve-
ment in many respects.

Conclusions
Very lean methane-air mixtures~l52.2! could be ignited suc-

cessfully at high fill pressures~30 bar! by a Q-switched Nd:YAG
laser at 1064 nm, which is significantly leaner compared to the
limit for conventional spark plug ignition. The necessary pulse
energy for mixtures up tol51.8 was only about 4 mJ to 6 mJ,
which could be easily achieved by a compact diode-pumped laser.
Temporal measurements of the transmitted pulse through the
plasma showed smaller threshold intensity for plasma generation
in methane than in air or nitrogen. Time-resolved transmission
measurements gave also an indication for the ideal pulse shape of
a future laser-ignition system. Such a pulse should have an in-
crease as steep as possible for effective plasma formation, but
could have a smooth decrease for sustaining the plasma as long as
possible to efficiently heat up the flame kernel.

Three parameters obtained from spectroscopic measurements,
namely, water absorbance, flame emission, and the gas inhomoge-
neity index have proven to be a powerful tool to judge laser-
induced ignition of methane-air mixtures. The following effects
were determined by the absorption spectroscopic technique: for-
mation of water in the vicinity of the laser spark~semi-
quantitative!; characterization of ignition~ignition delay, incom-
plete ignition, failed ignition!; homogeneity of the gas phase in
the vicinity of the ignition, and the progress of combustion.

To demonstrate the usefulness of laser ignition, one cylinder of
a 1 MW natural gas engine was ignited by a 5 nspulsed Nd:YAG
laser at 1064 nm. The engine worked successfully at an air/fuel-
equivalence ratio ofl51.8 ~natural gas! for a test period of 100 hr
without any interruption due to window fouling or other distur-
bances. Lowest values for NOx emission were achieved at an air/
fuel-equivalence ratio of 2.05 (NOx50.22 g/KWh).
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