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Cooling Tower Performance
Jonamnes ¢. konpers | EVAlUAtion: Merkel, Poppe, and
petiev . kriger' | €-NTU Methods of Analysis

e-mail: dgk@sun.ac.za
The heat rejected and water evaporated in mechanical and natural draft cooling towers

Department of Mechanical Engineering, are critically evaluated by employing the Merkel, Poppe, ardwember-of-transfer-units
University of Stellenbosch, (e-NTU) methods of analysis, respectively, at different operating and ambient conditions.
Stellenbosch 7600, South Africa The importance of using a particular method of analysis when evaluating the performance

characteristics of a certain fill material and subsequently employing the same analytical

approach to predict cooling tower performance is stressed. The effect of ambient humidity
and temperature on the performance of cooling towers employing the Merkel, e-NTU, and
Poppe methods of analysis are evaluatgdOl: 10.1115/1.1787504

Introduction The results of this study, i.e., the differences between the Merkel,

The art of evaporative cooling is quite ancient, although it iggﬁsgé?ggé-NTU approaches, are independent of the type of fill

only relatively recently that it has been studied scientificgillj

Merkel [2] developed the theory for the thermal evaluation of

cooling towers in 1925. This work was largely neglected untMerkel Theory

1941 when the paper was translated into English. Since then, thgqyations(1) and (2) are obtained from mass and energy bal-

model has been widely appli¢8]. ances of the control volumes shown in Figs. 1 and 2 where air is
The Merkel theory relies on several critical assumptions to r@y counterflow with a downwards flowing water stream. For the

duce the solution to a simple hand calculation. Because of thagerkel theory it is assumed that the change in water mass flow

assumptions, however, the Merkel method does not accuratedye due to evaporation is negligible, i.dm,=0,

represent the physics of heat and mass transfer process in the

cooling tower fill. dima_ heasiAn

The critical simplifying assumptions of the Merkel theory are dz Ma (masw™Ima)- @

« the Lewis factor, Lg, relating heat and mass transfer is equal dT, m, 1 di,
to 1, —_— = . 2

« the air exiting the tower is saturated with water vapor and it is dz  m, cp, dz @)
characterized only by its enthalpy; Equations(1) and (2) describe, respectively, the change in the

« the reduction of water flow rate by evaporation is neglected énthalpy of the air-water vapor mixture and the change in water
the energy balance. temperature as the air travel distance changes. Equatibns

Jaber and Webp4] developed the equations necessary to appgnd (2) can be combined to yield upon integration the Merkel
the e-NTU method directly to counterflow or crossflow coolingequation,
towers. This approach is particularly useful in the latter case and _ _ 0 Ty
simplifies the method of solution when compared to a more con- MeM:hdaf'A"L" _ Nadibs :f : CdeTW ,
ventional numerical procedure. TeeNTU method is based the my Gw (imasw~ima)

same simplifying assumptions as the Merkel me}hod. . where Mg, is the transfer coefficient or Merkel number according
The Poppe model was developed by Poppe angeRer[5] in (5 the Merkel approactsy is the surface area of the fill per unit

the early 1970s. The method of Poppe does not make the simplsjume of fill, andhy is the mass transfer coefficient. It is often

fying assumptions made by Merkel. The critical differences beifficult to evaluate the surface area per unit volume of fill due to

tween the Merkel and Poppe methods are investigated by Klape complex nature of the two-phase flow in fills. It is, however,

pers and Krger [6]. The objective of this investigation is to not necessary to explicitly specify the surface area per unit vol-

include thee-NTU method in the investigation. ume or the mass transfer coefficient as these are contained in the
Fills or packing are employed in cooling towers to increase thderkel number which can be obtained from the right-hand side of

contact area and contact time between the water that needs tdEle(3).

cooled and the cooling air. There are basically three differentlt is not possible to calculate the true state of the air leaving the

types of fill designs, i.e., film, splash, and trickle type fills. A thirfill according to Eq.(3). Merkel assumed that the air leaving the

film of water runs down the film fill surface while the splash fillfill is saturated with water vapor. This assumption enables the air

breaks the water stream into smaller droplets. The trickle film {gmperature leaving the fill to be calculated.

basically a combination of film and splash type fill. Figures 1 and

2 sho_w an idealized model of the interfaf:e between_ the Wat_er aiBGppe Theory

the air for all types of counterflow cooling tower fill materials.

@)

TWO

Without the simplifying assumptions of Merkel, the mass and
" author to whom correspondence should be addressed. energy balances from Figs. 1 and 2 yield after manipulation for
Contributed by the Advanced Energy Systems Division BEAMERICAN SO- unsaturated air
CIETY OF MECHANICAL ENGINEERS for publication in the ASME GURNAL OF . . .
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ma(l +w+ dW) My, TW, my, imao, Wo

dz| |Water4] 2 AX | .| "FErEERA---oo- il ity
my, g, W
my(l +w + o
" 1 +W) Mg, bmair Wi
1y Una Mo, T, wo
Fig. 1 Control volume of counterflow fill Fig. 3 Control volume of the fill

d'ma/dTw:pr(mw/ma)[l+(Wsw_W)prTw/[lmasw_lma . . .

. . . dima/dTy=Cpu(My /M) 1+ (Wey—Wsa) CowTw/[imaswiss

+(Lef_1){|masw_|ma_(Wsw_W)|v}_(Wsw . . .
+ (Lef - 1){' masw lss™ (Wsw_ Wsa)l ot (W

- W)CpWTW]]v (5)

. . —Wea) CowTwt + (W=Wea)CouwTwll, 10
where the Lewis factor, which is an indication of the relative rates . sa) CowTu} F( sa)Cpw W].] o (10)
of heat and mass transfer in an evaporative process, is definedvhgre the Lewis factor for supersaturated air is given by
Le;=h/hyc,,. Bosnjakovid 7] proposed the following relation to /

. . . Wq,,+0.622 Wq,,+0.62
express the Lewis factor for air-water vapor systems: Le;=0.865"3 W_l / In FOGZ?) (11)
B 3| Wsw™ 0.622 Wg,,+0.62 ) o
Le;=0.865 Wi0622 1 / In mz) (6) The Merkel number according to the Poppe approach is given by
The transfer coefficient or Merkel number according to the PoppéjMeP/dTW:CPW/[' masw~ st (L€ = D{imasw~iss™ (Wsw
approach is given by —Wea)iy + (W= W) Cou Tyt + (W= W) Cpu T .
dMeP /dTw: pr/[i masw [ mat (Lef - 1){i masw [ ma~ (Wsw (12)
—W)i,} = (Wey—W)Cpy T 7 The equations of the Poppe method must be solved by an iterative

. o procedure because the humidity ratio at the air outlet side of the
The varying mass flow rate ratio in Eq4) and(5) can be deter- fill, w, in Eq. (8), is not known a priori. Refer to Poppe and

mined by considering the control volume in the fill of Fig. 3. ARbgener[S], Bourillot [8], and Baard9] for more detailed infor-

mass balance of the control volume yields mation on the derivation of these equations.
My My m
— = W'(l——?(wo—vw : ®)
ma ma mWI
) - - ~e-NTU Method
Equationg4)—(7) are only valid if the air is unsaturated. If the air )
is supersaturated, the governing equations are It can be shown according to Jaber and Wedhthat
dW/dTw:pr(Wsw_Wsa)mw/ma/[imasw_iss+(|-ef_1) Ci(_imasw__ima;) = d(dimasw/dTw i) dA. (13)
. . . Imasw™ I'm mWCpW My
x{i s (Wgy—Wga) i, + (W—Wg,)Cpy Tw}+ (W ) )
{imasu™lss e sa) Cpu Tl Equation(13) corresponds to the heat exchangeNTU equation
— W) Cpu T 9 |
o CpuTw] ) ATh=Ty) _U( L N -
(Th_Tc) mthh mccpc .
m(l +w+ aw) Two possible cases of E¢l3) can be considered wherg, is
i +di greater or less tham,,Cp,,/(dipasw/dTy). The maximum of the
ma fi”’a dry air mass flow raten, andm,cp,,/(dipas,/dT,) is called the
maximum fluid capacity rate, denoted By,,, and the minimum
et |‘"" T by Cin- The gradient of the saturated air enthalpy-temperature
' curve is
t
dz Air ‘ dimasw_ Imaswi™ I maswo (15)
] - .
' h(Tw— Ta)dA . dTy Twi=Two
I - The fluid capacity rate ratio is defined as
+ I C=Chin/Crax- (16)
my(1 +w) The effectiveness is given by
m, :
Lma o= Q _ mWCpW(TWi_TWO) (17)
Fig. 2 Air-side control volume of fill Qmax  Crmin(i maswi™ f ~imai)’
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wheref is a correction factor, according to Bermpt0], to im- outlet temperature very accurately compared to the Merkel and
prove the approximation of theg,,s,,versusT,, curve as a straight e-NTU methods of analysis, as the Poppe method is the more

line. The correction factof is given by rigorous approach.
f=(i i i ia (18) The draft through natural draft cooling towers is a function of
~ L maswo’l imaswi - Simaswm the density of the air above the fill. It is thus very important to

whereiaswm denotes the enthalpy of saturated air at the megmedict the air temperature above the fill accurately. The Merkel
water temperature. The number of transfer units for counterflomnde-NTU methods are unable to predict the temperature of the
cooling towers is given by outlet air without the assumption that the outlet air is saturated
c with water vapor. The Poppe method therefore predicts more ac-
NTU= 1 In 1-e . (19) curately the draft through natural draft cooling towers.
1-C 1-e Cooling tower air outlet temperatures generally increase when
If the dry air mass flow ratem, is greater than ai_r inlet temperatures and humidity increa;e;, as can _be seen in
MyCou/(dimasw/dT,) the Merkel number according to the Figs. 4c) and (h). In very hot very er conditions the air Qutlet .
e-NTU approach is given by temperature can be less than the air inlet temperature. This case is
not shown in Fig. 4. Thus both the air and the water are cooled. Is
this possible?
The potential for enthalpy transfer between the hot water and
) ) the cooling air provides a qualitative indication of the direction of
If m, is less thamm,,Cyy, /(dimasy/dTy) the Merkel number ac- net heat flow in the cooling tower fill. Air at condition(refer to
cording to thee-NTU approach is given by Figs. 6 and Yis in contact with water at temperatufg,. Figures
Me,=m,NTU/m,,. (21) 6 and 7 represent two different cases that can occur inside a cool-
ing tower fill. Consider the case in Fig. 6 whexg,>w, thus the
Comparison Between Merkel,e-NTU, and Poppe Ap- latent heat transfer is from the water to the air ayd-T,, where
proaches the sensible heat transfer is from the water to the air. The total
enthalpy transfer is from the water to the air Singgsy>ima and
Performance calculation examples of the natural draft wefince both the latent and sensible heat transfer are from the water
cooling tower in Kraer [11] and the mechanical draft tower intg the air. The air is heated and the water cooled.
Baard[9] are taken as reference towers in these analyses. Therne fact that both the air and the water are cooled can be
performance of these towers are determined by the Merkel afsscrined as follows: Consider the case in Fig. 7, whegg
proach with detailed consideration of the transfer characteristics;ir\,\,, thus the latent heat transfer is from the water to the air and
the fill, rain, and spray zones as well as the various flow resi$;>TWl where the sensible heat transfer is from the air to the

tances that affect tower draft. water. The nett enthalpy transfer is from the water to the air since
The differences between the Merkel, Poppe, @lNTU ap- Sima.

proaches are investigated at various operating conditions for natﬂ"J\Nsotwithstanding the fact that the air outlet temperature is colder
ral draft and mechanical draft cooling tower performance calculgis, the ambient temperature, there is still a draft through the

tions. Ambient air temperatures of 280, 290, 300, and 310 K 8§, e praft through the natural draft tower is still possible, be-
considered. The humidity of the air is varied from completely er use the molar mass of vapor is less than that of air at the same

itto Sg:]uEggﬁncort]gx'grns'e-[fr;?rﬁgﬁgzozgnr:e:rﬁg?;;atgge gggnﬁm mperature. Thus a potential for draft still exists because the den-
Y 9 P & y of the air-vapor mixture inside the tower is less than that of

over a wide range of atmospheric condltlons. the hotter less humid air on the outside of the tower.
Two cases for the natural draft cooling tower, where the ambi-

ent temperatures are 280 and 300 K, respectively, are illustrated irwater Inlet and Outlet Temperatures. The water outlet
Figs. 4a)—(j). Figures 4a)—(e) show selected solution variablestemperatures predicted by the MerkekNTU, and Poppe ap-
for the case where the ambient temperature is 280 K. The cafigaches are practically identical where the draft through the

where the ambient temperature is 300 K is shown in Fiff$-6).  tower is approximately the same as can be seen in Figs.afd
The selected solution variables are the heat-transfef@teva- (g).

Cpw

Mee= i JdT,

NTU. (20)

ter outlet temperatureT(,o), air outlet temperatureT(,), air- The Merkel numbers, determined by the Poppe andTU
water vapor mass flow rater,), and the water evaporation rateapproaches for the expanded metal fill employed in this natural
(My(evap) - draft cooling tower analysis, are respectively approximately 9%

Air Outlet Temperature. The outlet air temperature can belligher and 1% lower than the Merkel number determined by the
measured in fill performance tests. However, this temperatureM&rkel approach. Notwithstanding these differences, the subse-
not used in either the Merke-NTU, or Poppe theories to cal- duént application of the Merkel method employing the smaller
culate the Merkel number for a particular fill test. The approxivalue for the Merkel number obtained during fill tests, will predict
mate air outlet temperature can be predicted by the Merkel afgarly the same cooling tower water outlet temperature as ob-
e-NTU methods in fill performance tests, by assuming that the d@ined by the more rigorous Poppe method. A very small differ-
is saturated. The outlet air temperature is calculated by the Pogtiée in water outlet temperature is due to the fact that the Merkel
approach. These temperatures, according to the different &pd Poppe methods predict different air outlet conditions causing
proaches, can be used to test the accuracy of the models by cég-draft to be different in the two cases.
paring them to measured data. It is expected that the results of the Merkel aadNTU ap-

Figure 5 shows the measured air outlet drybulb temperature@®aches must be identical since the same simplifying assump-
measured in the fill test facility at the University of StellenboscHions are used in these methods. However, it can be seen from Fig.
Tests are conducted with fixed air and water mass flow rates w#hthat there are differences in the predicted performance by the
variable inlet water temperatures. Cyclone separators are usedierkel ande-NTU approaches. The reason why the predicted
separate the water droplets from the outlet air before measuperformance is not the same for both approaches is because the
ment. There are water droplets in the outlet air due to condensaoling tower fill was originally tested at different ambient and
tion, supersaturation, and drift. The outlet air temperatures preperating conditions than where it was subsequently applied in
dicted by the Merkele-NTU, and Poppe approaches are alsthis investigation.
shown in Fig. 5 for a 2-m-thick counterflow trickle grid fill for ~As mentioned above, there is approximately a 1% difference in
each test. It can be seen that the Poppe approach predicts thehar Merkel numbers predicted by the Merkel aaeNTU ap
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Fig. 4 Heat rejected, Q; water outlet temperature, T,,; air outlet temperature T,,; mean air-vapor
mass flow rate, m,, ; and mass flow rate of evaporated water, M (eyqp) fOr 7,=280 and 300 K

proaches during the fill test phase for the fill employed in this-NTU, and Poppe approaches as a function of the water inlet
investigation. However, at other inlet water temperatures this diemperature that are obtained during a fill test where only the
ference can reach 4%, therefore the differences in Fig. 4. water temperature is not constant. The relative differences be-

Figure 8 shows the Merkel numbers according to the Merkelyeen the Merkel numbers according to the Merkel and Poppe
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and Poppe predictions

=m,C Twi—Two)s 22
approaches are not as strongly influenced by the water tempera- Q= MuCpund ! wo) ( _)
tures as those with the Merkel aedNTU approaches as can bewhere the effect of the change in water mass flow rate is not
seen in Fig. 8. included in the energy balance. If it is assumed that the air is

It is thus recommended that the fill performance characteristiggturated at the outlet of the fill then the mass flow rate of the
are determined at conditions close to cooling tower operating af#aporated water can be determined, i.e.,
ambient conditions, or the empirical relation expressing the Mer- _
’ . ) m =My(Wo—W;). 23
kel number must also be expressed as a function of water inlet h(evap = Ma( Wo = Wi) (23)
temperature. A new improved equation for the heat rejection rate, according
to the Merkel ore-NTU approach, is proposed where the water

_ Heat Rejected. The Poppe approach predicts higher heat rggss  due to evaporation, is included in the energy equation, i.e.,
jection rateqQ) than the Merkel approach as can be seen in Figs.

4(a) and(f). This is because the Merkel approach ignores the loss Q=MyiChwmTwi— (Myi —~ Mucevap) CpwmT wo - (24)

in water mass flow rate in the energy equation. In cooling toW¢hen this equation for the heat-transfer rate is included in the

analyses, employing the Merkel @ NTU approach, the heat- c4jing tower analyses of the Merkel aseNTU approaches, the

transfer rate is given by predictions for the rejected heat and water outlet temperature are
in general within close tolerance of the results of the Poppe
model.

Air Outlet Humidity and Evaporation. It was found by
Bourillot [8,12] that predictions from the Poppe formulation re-
sulted in values of evaporated water flow rate that were in good
agreement with full scale cooling tower test results. Grarigs
shows in a comparative study that the Merkel method tends to
underestimate the amount of water that evaporates when com-
pared to the Poppe approach but that the discrepancy decreases
with increasing ambient temperatures.

The results of GrangEL3] are verified in this investigation. It
! can be seen from Figs(&) and (j) that the discrepancy between

T, T the Merkel and Poppe approaches for the water evaporation rate is
smaller where the temperature is greater. The predicted water rate
Drybulb temperature, K that evaporates is underestimated by the Merkel method, com-
pared to the Poppe approach for the natural draft tower consid-
Fig. 6 Psychrometric chart ered. However, it is found for mechanical draft towers operating
during very hot dry conditions that the Merkel approach predicts
A higher evaporation rates than the Poppe approach. This is because
the Poppe approach predicts unsaturated outlet air under these
extreme conditions.

The water content of the outlet air is an important consideration
for the design of hybrid cooling towers. The Poppe method is thus
the preferred method of analysis during the design of hybrid cool-
ing towers[14].

Enthalpy, J/kg

Humidity ratio, kg/kg

Enthalpy, J/kg .\ YT

Tower Draft. If applied to mechanical draft towers, the Mer-
kel approach generally produces water outlet temperatures that are
essentially the same as those produced by the Poppe approach.
For natural draft towers, however, the discrepancy between the
Merkel and Poppe approaches increases as the air gets warmer
and drier. This is because the air outlet temperatdrg,)( and

Drybulb temperature, K tower draft or air-water vapor mass flow rate) are strongly

coupled for natural draft towers, which is not the case with me-

Fig. 7 Psychrometric chart chanical draft towers. Figuregae} and(d) show, respectively, the

Humidity ratio, kg/kg

R
-

<
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air outlet temperature and the mean air-water vapor mass flow rateach. The heat rejected by the cooling tower while employing
(my,) where the ambient temperature is 280 K. When comparéite Merkel approach can usually be determined more accurately
to the case where the ambient temperature is 30Figs. 4h) by employing the Eq(24) instead of Eq(22).

and (i)) it can be seen that the discrepancy is large between thdt is recommended that the fill performance characteristics be
Merkel and Poppe approaches for the draft and air outlet tempedatermined close to tower operational conditions. The particular
tures. Because of the higher draft of the Poppe method at higmeethod of analysis when evaluating the performance characteris-
air temperatures with lower humidity, more cooling is takindics of a certain fill material must subsequently be employed in the
place. This can be seen in Figig# where the water temperatureanalytical approach to predict cooling tower performance. The
according to the Poppe approach is less than that predicted by shene Lewis factor must also be used in the Poppe approach.
Merkel approach.

Lewis Factor Influence Acknowledgment

Merkel [2] assumed that the Lewis factor is equal to 1. Poppe The authors gratefully acknowledge Sasol Ltd. for their finan-

and Rgener[5] used Eq.6) that was proposed by BosnjakovicClall support.

[7] to express the Lewis factor in the Poppe cooling tower theory.

The derivation of this equation can be seen in Bouril®}t and omenclature

Grang€[13]. Hassler[15] cited that other researchers showed that A = Area. nt

the assumption of Merkel is not correct and that most of the re-  , _ Surféce area per unit volume, th
searchers find Lewis factors in the range from 0.6 to 1.3. One ~ - Fid capacity rate, kg/s, o€ ;,/C
researcher even found a Lewis factor as high as 4. An analysis of ¢ _ gpecific heat at constant prggsurTaax.]/kg K
both splash and film packings by Feltzin and Benfa6], indi- & — Effectiveness ‘
cates that for counterflow towers, a Lewis factor of 1.25 is more f = Enthalpy correction factor, J/kg
appropriate. According to Feltzin and Bentph6], the Lewis G = Mass velocity, kg/ms '
number does not appear to be dependent on whether the packing , — Heat-transfer 'coefficient WK

is splash type or film type, but only on the configuratigre., hy = Mass transfer coefficieni kghs

counterflow or crossfloy Sutherland17] used a Lewis factor of i = Enthalpy, J/kg '

0.9 in his tower performance analysis. Ostei developed a = Enthalpy’ of saturated air at the local bulk water tem-
wet-cooling tower model that corrected the Merk&gassumption ~ M3%" perature, J/kg

so that the mass of water lost by evaporation is accounted for. | _ Length m

However, he still assumes that the Lewis factor is equal to unity. Le = Dimenéionless Lewis factor

Hassler[15] stated that the discrepancy in published results for the |\, — Mass flow rate kg/s

Lewis factor is because the Lewis factor is a function of the hu- \1o = Merkel number’

midity of the air in the boundary layer at the air-water interface. N1y = Number of transfer units

The cooling tower analysis in this study was repeated for the = Heat transfer rate. W

different atmospheric temperatures with dry to saturation condi- 1 _ Temperature, °C or K
tions. le'fer_e.nt Lewis factors were speqﬂed. The minimum L?WIS U = Overall heat-transfer coefficient, Wi
factor specified was 0.5 and the maximum 1.5. BosnjakoYid's _w = Humidity ratio, kg water vapor/kg dry air
equation was also employed in the analysis. The value of his,, — _ Humidity ratio of saturated air &, kg/kg
equation is approximately 0.92. It was found that the higher theWsa = Saturation humidity ratio of air e\ialuated at the local
Lewis factor, the more heat is rejected from the tower, with a =~ °" bulk water temperature, kg/kg
corresponding increase in outlet air temperature and a decrease in , — Elevation. m '
the outlet water temperature. Less water is evaporated with in- ] '
creasing Lewis factors. However, as the inlet air temperature iatbscripts
creases, the discrepancy in the results with the different Lewis g = Air
factors decreases. The Lewis factor is thus only of importance ¢ = Cold
when the ambient temperature is less than approximately 26°C. e = e-NTU approach

Again it is stressed that the same specification of the Lewis i = Fill
factor must be used when evaluating the performance characteris- ff = Frontal

tics of a certain fill material and subsequently employing the same h = Hot

Lewis factor specification to predict cooling tower performance. i = Inlet
At higher temperatures>26°C) it does not matter as much if the M = Merkel approach
Lewis factor specification is applied inconsistently. m = Mean

If working consistently, as mentioned above, the water tempera-max = Maximum
ture and heat rejected are within close tolerance for different min = Minimum
Lewis factors. However, the evaporated water and air outlet tem- o = Qutlet
perature do not follow the same trend. More water is evaporated P = Poppe approach
for lower Lewis factors. This is because the Lewis factor is an s = Saturation
indication of the relative rates of heat and mass transfer in an ss = Supersaturated
evaporative process. v = Vapor

w = Water

Conclusion

If only the water outlet temperature is of importance to th®eferences
designer, the less accurate Merk.el EH’-INT_U app_roac_hes can be t[1] McKelvey, K. K., and Brooke, M., 1959The Industrial Cooling Tower
used, as all the approaches predict practically identical water out-" gisevier, Amsterdam.
let temperatures for mechanical and natural draft towers. Car] Merkel, F., “Verdunstungskuung,” 1925, VDI-Zeitchrift, Vol. 70, pp. 123—
must be taken with natural draft towers where the Poppe approach_128. ) _ i i
can predict lower water outlet temperatures under warm dry am[3] Osterle, F., 1991, “On the Analysis of Counter-Flow Cooling Towers,” Int. J.
. L. . Heat Mass TransfeB4(4/5), pp. 1313-1316.
bient conditions. The Merkel ane-NTU approaches give heat- (4] jaber, H., and Webb, R. L., 1989, “Design of Cooling Towers by the
transfer rates that are lower than that predicted the Poppe ap- Effectiveness-NTU Method,” ASME J. Heat Transf@q, pp. 837—843.
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A Flight Simulation Vision for
Aeropropulsion Altitude Ground
Test Facilities

Testing of a gas turbine engine for aircraft propulsion applications may be conducted in
the actual aircraft or in a ground-test environment. Ground test facilities simulate flight
conditions by providing airflow at pressures and temperatures experienced during flight.

Milt Davis Flight-testing of the full aircraft system provides the best means of obtaining the exact

environment that the propulsion system must operate in but must deal with limitations in

Peter Montgomery the amount and type of instrumentation that can be put on-board the aircraft. Due to this
limitation, engine performance may not be fully characterized. On the other hand,

Aerospace Testing Alliance, ATA, groqnd-test simulation provides the abi.li.ty to enhance the instrumentation set such that

Arnold Engineering Development Center, engine performance can be fully quantified. However, the current ground-test methodol-
Arnold Air Force Base, TN 37389-9013 ogy only simulates the flight environment thus placing limitations on obtaining system

performance in the real environment. Generally, a combination of ground and flight tests
is necessary to quantify the propulsion system performance over the entire envelop of
aircraft operation. To alleviate some of the dependence on flight-testing to obtain engine
performance during maneuvers or transients that are not currently done during ground
testing, a planned enhancement to ground-test facilities was investigated and reported in
this paper that will allow certain categories of flight maneuvers to be conducted. Ground-
test facility performance is simulated via a numerical model that duplicates the current
facility capabilities and with proper modifications represents planned improvements that
allow certain aircraft maneuvers. The vision presented in this paper includes using an
aircraft simulator that uses pilot inputs to maneuver the aircraft engine. The aircraft
simulator then drives the facility to provide the correct engine environmental conditions
represented by the flight maneuvEROI: 10.1115/1.1806452

1 Introduction qualification of the propulsion system in ground-test facilities
. . prior to any flight-testing and ultimate implementation within a
The Arnold Engineering Development CentéhkEDC) has f#eet of aircraft.

within its assets, ground facility infrastructure for the testing of 1o hqerstand the limitations within the ground test methodol-
gas turbine engines at sea level and altitude condifibhsThese 4 5 prief review of the current ground test practice is in order.
facilities have been built-up over the last 50 years based UPOM an ajrcraft flies through the atmosphere, whether it is subsonic
ground-testing philosophy and methodology that simulates engige supersonic, the velocity and quality of the airflow must be
conditions that would be present during steady state flight congiiresented to the compression system at conditions that will allow
tions. These methodologies have served the gas turbine propulgian do its job(i.e., raise the pressure of the air to a higher lgvel
community well as it has developed gas turbine engines for millfoday’s compression systems cannot accept supersonic flow at the
tary and civilian transport aircraft. The major advantage afngine face. In the case of high subsonic or supersonic flight, the
ground-testing is that systematic investigations can be conducgtgine inlet velocity must be slowed down to a point where the
and repeated with certainty using current established methodd\ach number is on-the-order-of 0.5. In the case of low subsonic
gies. However, there are limitations that prohibit testing of certaftPW. the compression system will putsuck the airflow it re-
types of transient phenomena and thus the engine’s performaf&es. In both instances, the flight velocity and the atmospheric
during flight maneuvers. These types of maneuvers have bé@pdltlons(pressure and temperaturdefine the engine airflow

: : ; : o ; ditions, which can be quantified by the specification of engine
relegated to flight-testing. Flying the aircraft with its propulsmr?pn .
system puts the gas turbine engine in the environment it is vflow, total pressure and total temperatu, By, Tr). By pro

testing can only provide the answer when the investigator knowgns. To obtain engine thrust, the effect of the difference in engine
the correct instrumentation. In addition to the performance Mmegounted for by testing the engine in an environment such that the
surement limitation, flight-testing can be expensive as comparggzzle exhausts to a pressure associated with the altitude condi-
to ground-testing and has a higher risk of loss of the aircraft @&en of flight. When both of these conditions are met, a ground
well as the pilot if something should go wrong. Thus, it has akimulation of engine flight is obtained. This concept is illustrated
ways been the wise course-of-action to conduct investigations andrig. 1.
The air-side plant supplies the engine with the required airflow

Contributed by the International Gas Turbine InstitU@Tl) of THE AMERICAN  at the total pressureP() and temperatureT(;) desired to simu-

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF  |ate the f||ght conditior{amtude and Mach numb}nghe engine is

ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna- o; ; f
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Ne?r%tuated in an isolated test cell that has a bellmouth attached to the

erlands, June 3-6, 2002; Paper No. 2002-GT-30003. Manuscript received by IGE[19iN€ iplet that i$ us.ed to capture the airleW quplied by the
December 2001, final revision, March 2002. Associate Editor: E. Benvenuti.  plant as illustrated in Fig. 2. The cell pressure is maintained by the
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Fig. 1 Typical ground test facility /engine configuration

exhaust plant that sets the altitude pressure and exhausts the doamsient rates. Better simulation of gas turbine engine operation
bustion products ultimately to atmosphere after they have bewill then be possible in a ground test facility. Refereh2g¢ dis-
properly cleaned and cooled. These facilities were designed dasses the changes implemented by the PCS program so far as
operate the engine in a steady manner. The airside plant, as ongéll as those proposed for the future.

nally designed, did not have the capability to change the engine

inlet temperature in a rapid manner. Some transient capability has

been obtained with the original cell desi¢girca 1950 by small

modifications such as removing airflow-measuring venturis ai The Plant Flight Simulation Vision

using atmospheric inbleed. However, these transient capabilitiesy i, the |ast several years, AEDC has been in the process of

Wwere very ""?"ed and did not produce true conditions as needffﬁjodernizing and improving its plant faciliti¢8]. Many of these

to simulate flight 2]. . . modifications have been investigated and made possible using a
In a internal AEDC study, engine test cell requirements f_or_ t% erical plant model. The goal of the PCS program has been to

next 25 years have been established in order to support anticip Fﬁa:ove the efficiency of the test facilities while increasing test

propulsion needs. To meet these future requirements, facility Q& apijities. An additional capability that could be provided is the
sign modifications have been proposed and are currently be

implemented as part of the Propulsion Consolidation and Streag}-my to "fly” the engine through flight maneuvers while in a

. und-test facility. To do so requires simulation of an aircraft
lining (PCY Program. A part of the study also addressed the ne%g;tem to provide aerodynamic input to the propulsion system.

is effort will support an ultimate capability for “flight-testing”
engine in an altitude test cell. Engine data along with aircraft
maneuvers would be used to determine settings for the plant con-
1. Zoom climbs (altitude climbs at constant Mach numper) ditions, inlet distortion, and engine services to simulate transient
2. Mach dashes (accelerations and decelerations at constdfght conditions during ground-testing.

of changing conditions required for future transient testing. The
requirements are driven by the anticipated mission profiles whigf
can be categorized into three main areas.

altitude), Modeling and simulation capabilities will be acquired and/or
3. Complex profiles (variations in both altitude and Mach numdeveloped for simulation of aircraft maneuvers and the environ-
ber, such as wind-up-turns, spins, etc.) ment presented to the propulsion device. The ultimate vision is to

) ) - ~ have a simulation of the aircraft providing input into the settings
The required maximum rates of change of conditions for a typicedr the facility. In this way, the engine may be effectively “flight-
test facility are: tested” while in a ground test facility. This vision will be pre-
; ; . sented in two phases. A pictorial of this vision in its simplest form,
g' Egi psia/s for inlet pressure, Non-Distorted Inlet Flowis presented in Fig. 3.
. .4 psials for cell pressure; ; . ; . ; .
c. +15°F/s or—10°F/s for inlet temperature, depending upon qu nondistorted inlet a[rflow, an qlrcraﬂ simulator is qsed to
the maneuver. provide the_plant set conditions for elt_her_ steady or transient ma-
neuvers. It is envisioned that a cockpit simulator is positioned in
Airflow during these maneuvers will scale with the particular erthe control room for an operator to effectively provide inputs as if
gine size being tested. In addition, flow varies with throttle settinige were the pilot. The plant provides the conditions based on the
and flight condition. The range considered in the study was 14@ircraft simulator for the inlet pressure, temperature, airflow rate,
500 Ibm/s at sea level conditions. and altitude pressure. The actual engine is then “flown” at the
Before the PCS program began, many of these mission profdenditions of the aircraft. The engine performance is fed back into
rates were unattainable. As part of this program, new designs ahd aircraft simulator to provide propulsion performance to the
concepts are being investigated via facility numerical modelirgjrcraft. Maneuvers such as zoom climbs and Mach dashes can be
before implementation. Upon completion of this program it igffectively simulated in this sort of test configuration. More com-
expected that the facility will be able to achieve these desirgiex flight profiles such as wind-up turns and gas ingestion require

Bellmout Engine
I e O B o TN
Airside Exhaust
Plant Plant
T Il
.._r
Thrust Stand
Fig. 2 Typical test cell configuration
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Fig. 3 Nondistorted inlet flow plant flight simulation vision

simulation of complex inlet flow distortions. The vision must bée postulated and verified using the numerical simulation without
modified for the inclusion of inlet flow distortion and will be the cost of implementing the idea via hardware. The Nondistorted
discussed later in the paper. Inlet Airflow portion of the vision can thus be implemented via
the numerical simulation as illustrated in Fig. 4. To implement this
. . . simulation, it is necessary to characterize the major sub-
3 Technical Approach: Nondistorted Inlet Flow simulations: the Facility Simulation, the Aircraft Simulator, the
As ambitious as this vision appears, there is a very logical a@bckpit Simulator, the Engine Model, and the Data Analysis Man-
inexpensive way to accomplish feasibility studies to see what agjer. The subsimulations described in the next several paragraphs
possible with the current and future modifications to AEDC'gre typical simulations but may not necessarily be the ones used in
ground test facilities. As a major part of the facility upgrad@ny implementation of the vision.
project, numerical models of the existing AEDC facilities are be-
ing developed. These models are being developed in a modulaB-1 The Facility Simulation. At the heart of the described
manner, which allows for proposed modifications to be easily isystem is the real-time mathematical model and simulation devel-
corporated into the simulation. Thus, where today’s facilities magped through the use of the MathWorks, Inc. Matlab/Simulink®
not support the Plant Flight Simulation Vision, modifications magoftware. Under this software, system models may be created

Air-Side Plant . I
Lngine viodel
i 'Y Engine Mndgll mm

Aircraft Simulator

3¢

Fig. 4 Numerical simulation of the nondistorted inlet airflow plant simulation vi-
sion
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Fig. 5 Diagram for the J-turbine engine test facility as it currently exists

through the use of block diagrams. Once the model is operatingdamplexity. From this advantage point, however, the general lay-
the desired manner, optimized C code may be generated diregflyt of the system is clearly seen. Moving from left to right, the

from these diagrams using the Real-Time Workshop® option @afplant and/or C-plant passes air through its ducting and then
the Matlab/Simulink® software package. The facility interfacegyrough valves into the J1 or J2 test facilities. Upon leaving the

are modeled at the graphical user interfaGl) level using a o facilities, the exhaust gases pass through the exhaust ducting,
library of standard objects. Using the GUI, development of a re%eéllves and finally into the exhausters

time model becomes a one-step process that includes: code ge e - .
eration; compilation and dynamic download. This allows the proposed modification is presented in Fig. 6 that includes a
model io be executed as a real-time task. cooling leg in order to provide rapid changes in inlet temperature.

Figure 5 shows the top level of the current facility configuratior] "€ temperature changes represent extremes that the current con-
and its simulation in the Matlab/Simulink® software environmenfiguration may only be able to achieve by being on condition for a
[3]. Each rectangular box, elliptical duct or control volume, antdng period of time. In the future upgrade to the facility, air pass-
valve represents a masked subsystem of varying level iof through turbo expanders for additional cooling can be mixed

Atmosphere
) —~

Atmosphere
Hot

Mixing ()

*I’jr Heaters

Hot Leg :

Ff 8 \\ *;:fhi“'”' m Exhausters
Mixing P "
= =z

C-PI g . " i

s Amhlent L"."g I E_' u‘i- 2 Spraybank
V201 Turbo Cald Venturi Engine m
Expanders f Mixing ulkhead =¥
Inlet
Plenum
Cold Leg Cold -
Dump J2 Mixer |l._J

\ Aposphere J2 Test
— - — - Cell
Cell Cooling Flow

Fig. 6 Proposed future modification to the J-cells facility to allow additional cooling
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Inlet Fan HPC Burn HPT LPT A/B Nozzle

Fig. 9 Component-level engine model representation

gear, wind, motivators, etcas well as ready-for-use aircraft mod-
* Devaloped by Northrop Corparation els. Real-time simulation is implemented including:

Fig. 7 The aircraft simulator, GENESIS 1. Generic cockpit instrumentation;
2. Visual system: photo realistic out-of-window view;
3. Primary controls: control stick, pedals, throttle levers;
4. Control panel: software configurable push buttons with
with ambient and hot air for greater temperature range capability. LCD-display on button for secondary and user-defined con-
The major modifications are circled in Fig. 6 for easy identifica-  trols.

tion. AIRFOX® Flightlab provides real-time flight simulation with a

3.2 The Aircraft Simulator. An aircraft simulator known generic aircraft cockpit and allows mathematical aircraft models
as GENESIF4,5] has been identified and is in use at AEDCto be modified using Matlab/Simulink® block diagrams.
GENESIS is a simulation tool that can be used for the analysis of . .
any time varying system. While GENESIS evolved over man 34 The_ Engine Model_. The engine model should t_)e of the
years of aircraft applications, its use has become increasingly §{P€ that will provide engine performance. The most likely can-
versified. GENESIS comes with a large library of utility functions 'dfite for thls_sub_—system is a cycle code or component-level code
which represent the common elements comprising any dynan‘Lﬁ% illustrated in Fig. 9.

S PR Any cycle code can be used. What has currently been imple-
system. All dynamic utilities are self-initializing and possess the 4 X .
necessary logic to handle linear model generation. The GENE nted is the AEDC generated ATESEDC Turbine Engine

: . : : o : lation Techniquecode[7]. To be complementary to the F-16
simulation provides the user with the capability to produce tim imuiatio . . . .
responses, to generate linear models, and to debug the model raft simulation with GENESIS, a simulation of the F110-GE-

nonlinear dynamic system. GENESIS is modular and a typic engine has been implemented within the facility simulation as
example of an aircraft simulator is illustrated in Fig. 7. GENES|¥ell as GENESIS.

has been configured for the F-16 aircraft with an F110 turbofan3.5 The Data Analysis Manager. As envisioned, this part
engine ATEST simulation. It is proposed to use this aircraft simif the approach is basically a data handler. This may be easily
lation and the F110 engine as a demonstration of the concept.implemented with the Matlab/Simulink® environment, as part of

3.3 The Cockpit Simulator. The cockpit simulator can be the plant model, or it may be a separate routine that passes data
obtained from commercial aircraft simulator companies. One su yand-from each (.)f the _other components. As we move on to the
example is AIRFOX[6]. AIRFOX has developed a productmore complex vision, Distorted Inlet Airflow, the Manager may

known as Flightlakiillustrated in Fig. 8, which is a high perfor- have to become more complex to be able to handle the informa-

mance, reconfigurable desktop flight simulator that optimally fuf10n from databases.

fills the client’s individual requirements, providing an expandabl . . . .
cost-effective solution. Based on Matlab/Simulink® softwar Nondistorted Inlet Airflow Simulation Demo

tools, aircraft models can be created by block diagrams. An air-The initial portion of this vision allows for a simulation of
craft block library provides a selection of elemefesy., engines, aircraft maneuvers without distortion present. Aircraft altitude and

Fig. 8 AIRFOX'’s FlightLab simulator

12 / Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Altitude, Ft.

45000 144 Inlet Total
Pressure, Psia
40000 - B i 12 4 ’
10 4
35000 -
8
30000 - 6 Actual & Desired
ldentical
25000 1- 41 L
2 -
20000 T T T T T T ]
-20 0 20 40 60 80 100 120 0 T T T v T T ¥
Time, Sec =20 0 20 40 60 80 100 120
- Time, Sec
140 7 Mfach Number
1.30 4 oo 4 Inlet Total
1.20 + 580 4 Temp, Degs R
1.1& = san .
1.00 4
0.90 4 =40
0y e -
0.70 4 500 4 } S itunl
0.60 480 1 —
0.50 4 460 1 Desired
0.40 Y T T T T T 1 440 4 e e
.20 0 20 40 &0 B0 100 120 420 -
Time, Sec 400 T T T T T T |
=20 ] 20 40 60 a0 100 120
] Power Lever Time, Sec
Angle
128, 10 9 Altitude
1004 Pressure, Psia
80 4 8
60 1 \
E -
wi . Actual & Desired
= 4 \\ Identical
n v L L L L L] Ll

T — o —

=20 ] 20 40 60 BO 100 120

Time, Sec 2
Fig. 10 Altitude and Mach number conditions for zoom-climb 0 T T T T T T 1
from 25000 ft to 40 000 ft at Mach number of 0.8. Conditions .20 o 20 40 &0 80 100 120

obtained with GENESIS flight simulator.
Time, Sec

Fig. 11 Facility conditions for zoom climb from 25000 ft to

. . . ..40.000 ft altitude with current facility configuration
speed changes can be accomplished by carefully simulating |n1et y g

and altitude conditionsRy, Ty, and Pg), respectively. With

simulations of certain AEDC turbine engine test facilities, a dem- )

onstration of the vision was accomplished and is presented withlients were then made to the stick and power level angle to es-
this section. Two aircraft maneuvers have been chosen to be gaklish a trim flying condition at 40 000 ft altitude Mach 0.8.
sented. The first is commonly known as a “Zoom-Climb.” In this Note The roll sequence was performed for 2 reasons:
maneuver, the aircraft climbs in altitude with the goal of having 1. Pilots do not like to experience the large negatjsthat

the final Mach Number the same as the initial condition. A Zoom- ; ; : :
Climb from an altitude of 25 000 ft to 40 000 ft at a constant Mach \;vtctnitﬂ%ec?ccur if the aircraft were pushed over in an upright

Number of 0.8 was chosen and is presented in Fig. 10. 2. Large negative angles of attack would be experienced by a
The climb was started With the a!r_craft fIying at 25000 ﬂ alti- nongr’olledgmaneuvegr severely degrading inlet Fp))erformamcé/.
tude Mach 0.8 level steady flight. Initially the aircraft was given a

ramp to full throttle command and then the stick was pulled back Using engine inlet total pressure and temperature as well as
to establish a rapid climb rate. When the aircraft reached a clinaftitude pressure from this maneuver, the ground facility model
angle of 30° relative to the ground the stick was pushed forwardtan be executed to determine if the aircraft maneuver can be
maintain a constant climb angle. At 38 000 ft altitude the aircrafimulated in the real facility. The maneuver was first executed in a
was rolled over 180° using the ailerons. The stick was then pulledodel of the facility as it exists toda8]. Associated with this
back to obtain a nearly level inverted flying condition at 40 000 ftonfiguration is the ability to mix ambient air with the conditioned
altitude. The aircraft was then rolled over another 180° to an ujmlet air prior to the engine test cell plenum to obtain a better
right condition and the nose pushed down using the stick. Adjusemperature simulation. Prior to this configuration, inlet tempera-
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Fig. 16 Distorted inlet flow plant flight simulation vision

ture was controlled only by coolers and heat exchangers. T6e Technical Approach: Distorted Inlet Flow
pertinent simulation parameters are presented in Fig. 11.

A the inlet total d the altitud A second phase of this vision is to look at facility simulation
S one can see, the Iniet total pressure and he altitude pr.ességSabilities with inlet distortion as would be produced during any
provided by the exhaust plant follow the desired conditions, ide

. . . Pépid maneuver. In this phase, the plant system will now include a
tically. However, the inlet total temperature did not follow thg angjent distortion generator as illustrated in Fig. 16. Instead of

desired conditions, mainly because there was no capacity with i current method of producing distortion with screens, a device,
configuration to cool the air to the conditions required. In a pro-

posed upgrade to the facility, cooled air along with ambient air
will be able to be mixed with the conditioned di8]. Using a
model of the proposed facility, the same “Zoom-Climb” was ex-
ecuted. Again inlet total pressure and altitude pressure followed
the desired conditions. The inlet total temperature, was also able -
to follow the desired condition as illustrated in Fig. 12. e 2
The second maneuver is known as a Mach Dash. The Mach
Dash was started with the aircraft flying at 25 000 ft altitude Mach
0.8 level steady flight. Initially the aircraft was given a full throttle — iV

command, as illustrated in Fig. 13. The stick was the pushed for- SN

ward to keep the nose down and maintain a constant altitude. /’j _J/_,fm,
After a short period5 9 it was necessary to pull the stick back to (
prevent the nose from rotating too far down and losing altitude. N

This position was held for another 5 s when it was necessary to
rotate the nose back .down to compensate for a dec.reased tﬁ"&" 7 Transient distortion generator concept. An array of
angle because of the increased speed. When the desired speebcﬁo age elements distributed over.

Mach 1.2 was reached the power level was pulled back to main-

tain a constant velocity.

Again, the ground facility model was executed to determine
the aircraft maneuver can be simulated in the facility. The mane i e
ver was first executed in a model of the facility, as it exists tode B
[3]. The pertinent simulation parameters are presented in Fig. -*
As one can see, the inlet total pressure and the altitude press
provided by the exhaust plant follow the desired conditions, ide
tically. The inlet temperature followed the desired path only afte
the facility had been held-on condition for approximately 15 mi
(cold-soakedlin order to allow the facility metal to reach an equi
librium temperature close to that of the air. This negated any he
transfer to the air from the surroundings and allowed the transie
to be accomplished with the prescribed temperature. The facil
model was executed again, this time with the proposed chang
that would provide additional cooling to see if these changg
would allow the transient to be performed without cold-soakin
the facility. As illustrated in Fig. 15, the inlet temperature get
on-condition within a minute even when started near standard-day
conditions. Fig. 18 Inlet data obtained from tests and CFD

\ll Tunnel Data
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T | e o, | AmRal | i | tasilan — patterns commensurate with the distortion pattern desired. The
= . opening angle provides the means to vary the magnitude of the
o I 1 40-Probe Rake Format total pressure distortion. The generator may use square-shaped
8 5 . 3 elements arranged on a Cartesian grid or trapezoidal-shaped ele-
0 i : : ments on a polar gril.e., on rings of different radii The concept
E ED;‘ : E development experiments adopted the polar arrangement. In the
: iz - E futgrgiwork, analygs qf the results will be used to reﬁne the
o a2 : 2 definition of the distortion generator elements. The refinements

will include element size, plan-form shape, porosity, and arrange-
ment on the air supply duct cross section. The results will be used
in the next phase of the development, assembly and testing of a
subscale prototype distortion generator.

5.2 The Distortion Simulator. For inlet flows that are dis-
torted, the Aircraft Simulator not only provides information for
plant inlet and exit conditions, but also supplies angle-of-attack
and sideslip to a Distortion Simulator for determination of the
inlet flow distortion present. The Distortion Simulator is envi-
sioned to be a database of information correlated from both wind
tunnel tests of the specific inlet and computational fluid dynamic

. . . alculations of that same inlet configuration. This information is
yet to be designed, will be capable of changing the total con(fi- g

fions (both pressure and temperatuie a transient manner such ed into a Distortion Generator that will set a distortion pattern
that actual ?Iight maneuvers (Eould be simulated (includes both pressure and temperature distortibat simulates

what is expected in flight. The real engine test article feeds back

5.1 The Distortion Generator. The transient total pressureits performance to the Aircraft Simulator and provides the propul-
(P7) distortion generator focuses on three overall challenges feive power for the aircraft.
future engine-airframe compatibility evaluatiori$) advanced in-  The Distortion Simulator is envisioned to be information col-
let systems featuring stealif2) supermaneuverability, ar@) test |ateq from previous wind tunnel tests and Computational Fluid
and _eval_uatlor_(T&E) cost redL_Jctlon. _Mee‘_ung these Ch"""engei“bynamics (CFD) simulations for the particular aircraft/inlet of
entails simulating new and uniqug, distortion patterns charac- interest, Fig. 189]. Since CFD solutions of inlet flow fields take
teristic of evolving inlet configurations. The inlet will have to ! ) ) B . o
perform at extremes in flight conditions with time variation of thénany CPU processors an.d Iot§ of ClOCk, time t,o producg, itis
P, distortion patterng8]. The ability to vary distortion without enV|§|oned that the distortion smqlatorlwnl consist of previously
changing screens offers the means to reduce cost of conduc@kfjained test data and CFD solutions implemented in a database
the test portion of the T&E process. The transi€nt distortion as illustrated in Fig. 19. Once the database is populated with AIP
generator development approach includes the following stéps: information, it can be used to drive the distortion generator to the
simulation requirements definitioi2) concept identification(3) desired conditions.
concept selection(4) concept development, a rototype . . .
validatri)on. The Wo(rk)has pro%ressed ir?to the corrlltft)eppt) devglgpmen??’ Putting the Pieces Together. Even though distorted In-
phase, which includes subscale tests of distortion generator €|8W capability of the Vision requires many hardware modifica-
ments. tions to become reality, there are, as was the case with the Non-

The selected concept used an aerodynamic blockage metho®tstorted Inflow Phase, facility simulations which can provide an
effect distributions in total pressure. Shown in Fig. 17, the conceipiexpensive way of determining the feasibility and approach of
uses an array of porous blockage elements that open and clospdutting everything together. An overview of the whole Vision us-

-BEERRERERRER

Fig. 19 Distortion simulator database concept

rb Zunming‘
- (- s - 15

Engine

Aireraft Simulator

Fig. 20 Plant flight simulation vision. Distorted inlet flow. Numerical simulation.
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Fig. 21 TEACC zooming to accomplish modifications in compression system maps due to
distortion

ing numerical simulations is presented in Fig. 20. The only simtrerein was performed by the Arnold Engineering Development
lation that has not been discussed is the 3D compressor simulznter(AEDC), Air Force Materiel Command. Work and analysis
tion, TEACC (Turbine Engine Analysis Compressor Cpd@ for this research were done by personnel of Sverdrup Technology,
complete description of the technology behind the developmentlof., AEDC Group, technical services contractor. Further repro-
TEACC is presented in Ref10]. TEACC will be used to modify duction is authorized to satisfy the needs of the U. S. Government.
compression system maps within the engine model when distor-
tion is present. A zooming technique will be used as illustrated IReferences
Fig. 21_ tQ_aCCOT_nP!|5h this ta_Sk- ) ) [1] “Aeropropulsion Systems Test Facility,” 1998, AEDC Fact Sheet, AEDC Pub-
The initial activities deal with the implementation of GENESIS  lic Web Page, http://www.arnold.af.mil/aedc/factsheets/astf/ASTF.html, April
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ment. The latter activities will be directed toward the development . f&finceﬁ Ba'“Pm%fe “{'EQ'QAL{%JSt 199I5- iy Vehicle Model 4 Simulat
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Transfer Function Calculations for
Aeroengine Combustion
Oscillations

Combustors with fuel-spray atomizers are particularly susceptible to a low-frequency
oscillation at idle and subidle conditions. For aeroengine combustors, the frequency of
this oscillation is typically in the range 520 Hz and is commonly called “rumble.” The

M. Zhu mechanism involves interaction between the plenum around the burner and the combus-
Department of Thermal Engineering, tion chamber. Pressure variations in the plenum or the combustor alter the inlet air and
Tsinghua University, fuel spray characteristics, thereby changing the rate of combustion. This in turn leads to
_ Beijing 100084, China local “hot spots” which generate pressure oscillations as they convect through the down-
¢-mail: zhumin@tsinghua.edu.cn stream nozzle. In order to eliminate the combustion oscillations, it is essential to deter-

mine which fuel atomizers are particularly likely to lead to instability by quantifying their
sensitivity to flow perturbations. This can be done by identifying the system through

A.P. DOWlII‘Ig understanding the transfer function, which represents the relationship between the un-
K. N. C. Bra s_teadiness of co_mbustion and the inlet fuel and ._air. In t_he present Work, various types of
« N L. y signals are applied to produce a small change in the inlet fuel and air flow rates, the
o response in the rate of heat release caused downstream was calculated and stored for
Department of Engineering, subsequent analysis. Afterwards, the system transfer function is calculated by determining
University of Gambridge, the coefficients of an IR filter (Infinite Impulse Response) for which the output signal is
Trumpington Stregt, the downstream heat release rate and the input signal is the inlet flow rate. The required
Cambridge CB2 1PZ, UK transfer function then follows from the Fourier transform of this relationship. The result-

ing transfer functions are compared with those obtained by the forced harmonic oscilla-
tions at a fixed given frequency. Suitably chosen input signals accurately recover the
results for harmonic forcing at a single frequency, but also give detailed information
about the combustor response over a wide frequency range. There are two distinct forms
to the low-frequency quasisteady response. In the primary zone, the rate of combustion is
influenced by the turbulence and is enhanced when the inlet air velocity is large. Near the
edge of combustion zone, the rate of combustion depends on the mixture fraction and is
high when the mixture fraction is close to the stoichiometric value. This generates ‘hot
spots’ which convect into the dilution zone. At higher frequencies, the combustion lags this
quasi-steady response through simple lag-laws and the relevant time delays have been
identified.[DOI: 10.1115/1.1806451

1 Introduction It is known experimentally that certain atomisers are particu-

The pressure oscillations induced by unsteady combustion arIarIy susceptible to combustion oscillations. In order to eliminate
e pressu matl indu yu ye usti fhése oscillations, it is important to understand the fundamental
major technical challenge to the development of high performan

; S X e chanisms of the system so that undesirable phenomena can be
propulsion systems. In principle, the combustion oscillations atg iged by either redesigning the atomiser to reduce the sensitiv-
driven by the resonant interaction between pressure Wavesv\?g%%of the combustion to flow perturbations or by increasing the
unsteady combustion. For aero-gas turbines, combustors ustic damping, or even suppressing the instability by active
fuel-spray atomizers are particularly susceptible to a lovontrol techniques. To achieve this aim, it is essential to identify
frequency oscillation at idle and subidle conditions. The frequengyle system through examination of the flame transfer function. In
of this oscillation is typically in the range 50-120 Hz and ishis study, the combustion chamber can be viewed as a dynamical
commonly called “rumble.” In a previous study, it was demonsystem for analysis. The flow rates of inlet air and fuel are con-
strated that this low frequency oscillation can be established bidered “input variables.” The observable signals that are of in-
the interaction between unsteady combustion and pressure, trest, e.g., heat release rate, mixture fraction or temperature, are
inlet fuel and air supplies, and a downstream nogzlethe pres- regarded as output signals.

sure variations in the plenum and combustor alter the inlet air andHere, a linear system is assumed since attention in this study is
fuel spray characteristics, thereby changing the rate of combigstricted to the onset of the oscillation modes when their ampli-
tion. This in turn leads to local “hot spots” which generate prestudes and growth rates are small. For continuous time signals, the
sure oscillations as they convect through the downstream nozAl@nsfer function in frequency domain can be described as the
If the phase relationship is suitable this upstream propagatifffio Of the Fourier transform of the output of the system, to the

pressure wave re-inforces the fluctuations in the inlet flow, a corfourier transform of its input, which is our case represents the
bustion oscillation is established. relationship between the unsteadiness of combustion at a fixed

positionx, and the fluctuations in inlet air flow rate,

Contributed by the International Gas Turbine Institd@&TI) of THE AMERICAN a(wyx)
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME OURNAL OF H(w,X)= =——, (@)
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna- m,(w)
tional Gas Turbine and Aeroengine Congress and Exhibition, New Orleans, LA, Jun?] . ~ . .
4-7, 2001; Paper 2001-GT-0374. Manuscript received by IGTI, December 200N€re o is the frequencyq(w,x) is the Fourier tran_Sform of
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form of the input air mass flow rate. In “rumble” instabilities, the @ @ @
convection of gas containing nonuniform density regions or el
tropy spots through a nozzle is a significant source of combusti (3) ﬂr — H
oscillations[2,3]. As the characteristic velocity of the entropy \
spots is the convective speed of fluid, so for given frequency, i@ T @
characteristic length is much shorter than that of pressure wa <A B
To identify the instability of system, it is desirable to have th f
information of “distributed” unsteady heat release along the e fuel + air
rection of wave propagation. This information can be obtained | I @
integration over the combustor cross section and ug{xgt), the @ =
rate of heat release per unit length of combustor, as the outj
signal.

The performance of the combustor in the time domain must be
known before determining the transfer function. A seemingly Fig. 1 Schematic diagram of the geometry
straightforward approach to obtaining the transfer function is by

means of experiments. Considering a swirl burner system as the ) )

upstream and downstream ducts, and the flame three sepafaiH1® combustor, to interpret the numerical results, understand
parts, Lawr[4] investigated the response of flames to the acousfia€ ¢edback mechanisms, and to investigate the susceptibility to
perturbation. With the measured empirical parameters, a preu‘f&gab'“ty' . .
tive acoustic model for this type of swirl burner can be devisejr In the next section, the CFD models and the results of harmonic

r=225

x =245

r=180

Lieuwen and Neumeief5] studied the response of a premixe orcing calculations at a particular frequency will be described.
p p riese results are used as a benchmark for the other cases. In Sec.

,tthe air supply was modulated by a small amplitude impulse,

release oscillation plays an important role in limit cycle oscillagnaysis. The system transfer function is calculated with the use of
tions. Unfortunately, experimental investigation is not always feam ||R filter (Infinite Impulse Respongéor which the output sig-
sible for the problem we meet in practice. It could be an expensiwg| is the downstream responses and the input signal is the im-
and time consuming procedure to set up a high pressure, higifise function. In Sec. 4, two other forms of input signals, con-
temperature rig that correctly reproduces the engine conditiongining information at a range of frequencies plus noise, are used
Experimental investigations of potentially unstable system ate calculate the transfer function. These methods give reliable in-
prone to unwanted, high amplitude oscillations which can bred&rmation of the combustion response across a wide frequency
the hardware. Moreover, many of the flow parameters of interdsndwidth. Finally, general conclusions and further work are
are not easy to measure. Nowadays, CFD provides a flexible, loigcussed.

cost tool as a supplement to direct measurement. A method has

been presented by Bohn et &6] to predict the dynamic flame 2 Harmonic Forcing Calculations

behavior by means of unsteady combustion simulation. After aas in previous work, the CFD calculation has been conducted
steady-state solution, a sudden change in the mass flow rate atjfh@e idealised 2D axisymmetric annular combustor shown in Fig.
atomizer is imposed. The frequency response to this disturbanceryel and air are injected through inlets 1 and 2 and dilution air
represents the dynamic behavior of the fldm@]. With the prop- through ports 3—10. The boundary conditions are specified to be
erties of combustion system described by multiport networkgspresentative of an aero-engine at idle. A contour plot of a typical
Polifke et al.[9] suggested that the transfer matrices can be detetean temperature distribution is shown in Fig. 2 for cross-
mined from time-dependent numerical simulation of the multikeferencing in following discussion. More information on the
port’s response to a perturbation of boundary conditions. RecentBFD algorithm and boundary conditions can be found in Zhu
several attempts have been made to study flame response ultie.[12]. Although quite simple models are used here to describe
forcing or flame transfer functions with large eddy simulationspray, turbulence, and combustion processes, it is worth empha-
(LES) [10,11). It is demonstrated that this technique has the p&izing that the same methods can in principle be applied to deter-
tential to provide reliable information for fully understandingmine the transfer function from more advanced CFD methods
combustion instability in gas turbines. In our previous work, CFcluding LES. This system has the very convenient characteristic
was used to calculate the unsteady flow in the combustor. Througit When an open-end boundary condition of constant pressure is
calculations of the forced unsteady combustion resulting from tif@Plied at the combustor exit, the flow is stable and perturbations
specified time-dependent variation in the fuel and air supplies, \f&¢ay [12]. However, self-excited oscillations occur when the
were able to identify the main source of the unsteady heat releag@uUndary condition is modified to describe the effects of the
Forcing harmonically at a specified frequency gives informatio‘f'ho'(ecj turbine downstrt_aa[rl]. The mean ﬂQW IS unalte_red and
on the transfer function between rate of heat release and thetgﬁ flame transfer function can be determined by forcing stably
flow rate through the atomizer. However, there are two drawbac?(ggb.us“ng flow. _— . . .
S . uid flows are distributed and so this system is clearly multi-
in this method. One is that the flow must be calculated for many

| fter the start of th itation before the steadv-stat ut and multi-output. It is therefore important to choose the
cycles after the start of the excitation betore the steady-state | put and output variables so that they capture the major dynamics
sponse to harmonic forcing is obtained. This means that the co

; ’ . o ) © COftthe system. In our previous study, it was demonstrated that the
putations are very time-consuming, and it is not feasible to invegy nass flow rate through the atomizer has a significant influence
tigate a wide range of flow conditions. Another is that only thgp, the unsteady combustion. It not only alters the air—fuel ratio in
transfer function for one particular frequency can be calculated @ combustion zone, but also leads to a variation of droplet size
a time. This is not convenient if the flame response is to be incQfistribution. Therefore, the air mass flow rate at inlets 1 and 2 is
porated into a linear stability analysis to predict the frequencies ghosen as the input signal. For the frequency range of interest for
self-excited oscillation. Then the flame transfer function is rehe “rumble” phenomenor(up to 150 Hz, the atomizer is very
quired as a function ofcomplex frequency. Thus, it is desirable small in comparison to the acoustic wavelengths, we therefore
to develop the new approaches to determine the system transfesume that its response can be modeled quasisteadily. Hence, in
function. Afterwards, the flame transfer function can be intrczalculations, when the total pressyog(t) at the inputs 1 and 2 is
duced into a one dimensional linear stability analysis of the flowaried, the air mass flow raten,(t), is traced according to a
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r(m)

Fig. 2 Contour plot of the mean temperature distribution chamber at idle condi-
tions. The black line indicates the mean position of the stoichiometric curve and
arrows denote the direction and magnitude of the mean velocity.

specified discharge relationship. An empirical correlafiég. (2) increase in the mixture fraction tends to reduce the rate of com-
of Ref.[1]) is used to describe the change this causes in the SMiDstion. Turbulence has the opposite effect: an increase in inlet air
of inlet fuel droplets. Once the Sauter mean diamétgsis ob- Vvelocity, increases the shear and hence the turbulence scalar dis-

tained, the droplet size distribution is assumed to vary with SMgjpation rate[Fig. 3(c)]. Through the laminar flamelet modelling
according to the nondimensional expression this tends to increase the rate of combustion. We see in Fify. 3

that the scalar dissipation has most effect. At point B, the scalar
vonts) el lallz) e
— =139 —| exp —3| — —,
v D32 D32 D32

wheredV/V is the volume fraction occupied by droplets within g 1|:|’ () nn[lﬂJJ Pa /SMD tm] “n-s

the size rang® to D+dD. We use Eq(2) andDg, to relate the =255 7 !

fuel droplet size to the instantaneous air and fuel flow for lov , 44, _ /' 1

frequency fluctuations. Since the unsteady combustion is the dr \r/ \_/ i \\_,

ing mechanism, it is appropriate to choose a measure of the h2245 (3] Po-'n:‘mrhm Fracton

release rate as the output signals. o o ] | B
The shape of the input signal has a very substantial influence '8/ A~ : o oY b ,-}H

the observed data. It determines the operating points of the syst ®1&[ i R g o

and which parts and modes of the system are excited. The adv + {c, P A Sealer Disslpation Fate [175] 0

tage of CFD is that it is convenient to set up various shapes 3 T T =T T T S ny

input signal for investigation. In general, if the frequency in whicl 25! e T s

we are particularly interested is known, detailed information abo  zf b5 e : {

the system at this frequency can be obtained from a calculati 15— :

with sinusoid forcing. Here we know that the frequency of th x10 b W.Ham?ﬁm Mﬁ.m
combustion oscillation at the idle condition is in the range 50-1z
Hz. Thus the harmonic forcing of the inlet flow is implemented b
the stagnation pressure at inlet to ports 1 and 2 as

Poad®) =1+asin27ft). @)
Po,12

Figure 3 gives time traces of mixture fraction, scalar dissip:
tion, and heat release rate for forcing at a frequenegual to 50 — T T y T
Hz and amplitudea of 0.02. Results are given for two sample wog&f .~ bt e g RS g |
points. As shown in Figs. 1 and 2, the point A is within the recir o.5p~" - sl i 'i
culation zone, while the point B is near the tip of the flame. A pal—+— B Faal ﬂ = Mm : :
increase inpy(t), the total pressure of the air supply, leads t« 15 T
more air through the atomizer. In these sample results, the pe  1af.
to-peak fluctuation amplitude is equivalent to 15% of the mee¢ s} w “\,..,a./ \.,-.,,'r/ \.w\-’f
value of the air mass flow rate. An increase in the atomizer ¢ -
flow rate leads to a decrease in SMD of the inlet fuel drolete T oz oz ‘3,-2,',,?.,& e
Fig. 3(@)]. These smaller droplets evaporate quickly, increasing
the gaseous mixture fraction in the recirculation zone with a retg. 3 sinusoidal changes of the total pressure in the atom-

circulation time delay as shown in Fig(l8. At point A, the mix- iser air inlet lead to oscillations in the mixture fraction, scalar
ture fraction is larger than the stoichiometric value 0.06 and so digsipation, and heat release rate at points A and B

ko

-

ﬁ_-
=]
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Fig. 5 (a) The air mass flow rate at the inlet boundary as the
Fig. 4 The transfer function between the heat release rate per impulse function was applied. ~ (b) The downstream response of
unit length and the sinusoidal changes of air flow rate through the heat release rate at the location  x=0.088 m, where the solid
the atomizer at the forcing frequency of 50 Hz lines indicate the result from the CFD calculation and dashed

line indicates that from the IIR filter in time domain.

dissipation is small and the variation in mixture fraction has most

effect on the rate of combustion. Since the mixture fraction fBhis is not convenient and thus, it is desirable to develop a new
richer than stoichiometric, the increase in mixture fraction tends &gpproach to determine the system transfer function.
reduce the rate of combustion. Theoretically, the response of a linear system to an impulsive
In the simulation, the input and output signals are obtained lcitation plays an important role in the study of a linear system.
utilizing the sampled signals at discrete times. The values of thi&ie impulse function or Dirac delta functia#(t) can be defined
variables are evaluated at successive time intervals. It is importagtfollows:
to select the sampling period so that the information losses are
insignificant. For a sampling frequendy of 2 kHz, the Nyquist s(H)=0 if t#0 and f
frequency is 1 kHz. The frequency response can be highlighted by '
evaluating the Fourier transforms af(x,t), the rate of heat . . ) )
release/unit length of combustor and the inlet air flow rate, and tHdS Well known that a linear, time-invariant, causal system can be
input forcing signal descrlbed_ by its impulse response._Of course we cannot apply
such an impulse to a CFD calculation. Instead we use a short
duration pulse; the time duration of the pulse is chosen to be short
q(kTz K enough to contain the frequencies in which we are interested. The
other conditions are the same as for the harmonic forcing calcu-
' ) lation. The air mass flow rate at the inlet is shown in Fig)5The
m,(kT)z¥ amplitude of the pulse leads to 30% change in inlet air flow rate.
The pulse duration is 0.4 ms. The output sigg@t,t) at a sample

downstream location is shown by a solid line in Figb)s The

—aioT ; ; ; ;
wherez=e'", andT is the sampling period. The magnitude ang,ertrhation and its time delay are clearly demonstrated.
phase of the transfer functia(w,x)/m,(w) at the forcing fre- * gjnce the response to the pulse is of such short duration, we

guency are plotted in Fig. 4. Two regions vyith distinct and differg process the signals in the time domain before applying the
ent forms of flame response are now evident. The gradual d€syrier transform. The linear relationship between an output sig-
crease in phase seen clearly throughout the regioi0.12m 5q(x,t) and an inpuim,(t) can be expanded in the form of an
indicates a convective time delay. The phase shift around 0.05;jp (Infinite Impulse Responsdilter [13] by writing

indicates that the heat release is controlled by different mecha-
nisms in the primary zone and the dilution zone as we discussed
with reference to Fig. 3. This result will be used as the benchmarkd(x,nT)= 2 a()mM,[(N—1) T+ X, b(x)alx,(n—k)T1.

for comparison with those in Secs. 3 and 4. =0 k=1 ©)

- The coefficients;(x) andb,(x) for eachx position and the order
3 Infinite Impulse Response of the filter (1,K) are found by fitting the right-hand side of Eq.

The transfer function between the rate of heat release and tbgto q(x,nT). The least mean square algorithm is employed for
air flow rate through the atomiser has been calculated. Howevire coefficient optimization. In order to examine the success of the
there are two drawbacks to this method. One is that the compulfidter, the output signals in time domain, which are obtained from
tions are very time-consuming, and it is not feasible to investigatiee IIR filter in Eq.(6), are compared with the CFD results. Figure
a wide range of flow conditions. Another is that only the transféi(b) shows a sample comparison with-8 K=8. It can be seen
function for one particular frequency can be calculated at a timghat they are in good agreement.

©

S(hdt=1. (5)

—®

H(w,x)= (e

K

g(w,x) kzl
~K

>

k=1

-1 K
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Fig. 6 The transfer function between the heat release rate per ) . .
unit length and the sinusoidal changes of air flow rate through Fig. 7 The variations of the total pressure, air mass flow rate,
the atomizer at frequency 50 Hz, where the dashed lines indi- and the Sauter mean diameter in the atomizer inlet due to the
cate the result from the harmonic forcing calculation and solid forcing of the random binary signal
lines indicate that from the IIR filter
- . . Po1At) _
Once the coefficients in the IIR filters are known, the transfer Pors =1+au(t), (8)

functions between the heat release rate and air flow rate through __ )
the atomizer can be calculated. By taking the Fourier transfoyherep, i, is unperturbed mass flow rate. There are many differ-
and assuming zero initial conditions, the frequency domain trargit design methods for choosing the nondimensional function

fer function of the digital system can be written as u(t). Two kinds of input signal shapes have been tried out in the
-1 CFD simulations. One is based on the random binary signal,
) which is written as
) > a0z . . .
d(w,X) i=0 u(nT)=3(u;+Uuy)+ 3(u;—uy)sigm R(w(nT))],
H(w,X)= = = . @)
My( ) and

K
_ —k
1 k; b(x)z n=1,...N, ©)

For the particular frequency of 50 Hz, as used in the harmonicalyhereu; andu, are two permitted input levels, which are chosen
forced calculation, the results are shown in Fig. 6. It can be setéh be zero and unity here, respectively, anqnT) is the

that their main features agree quite well although there is sorfi@mputer-generated sequence of random numbers chosen from a
deviation at a few axial positions. Compared with the calculatiofPrmal distribution with mean zero and variance one, which is
for harmonic forcing, the computing time for the case of an infiltered by the digital filtelR. Different spectral characteristics can
pu|se is significanﬂy reduced, particu|ar|y for the low frequencié%e realized by choice of this filter. Here a Butterworth fl|te|" with a
oscillation considered here. Furthermore, the transfer functid@ss-band frequency range of 0—200 Hz was chosen in the calcu-
is determined as a general function of frequercypy Eq. (7)  lation. The input signal is shown in Fig(&. The resulting varia-

thereby giving broadband information on the flame transfdions in the inlet air mass flow rate and the Sauter mean diameter
function. of the fuel droplets are shown in Figs(by and 7c).

The other input signal we used here is the sum of sinusoidal
signals, before normalization it can be written as

K

4 Other Input Signals

In the last section, the impulse response method was found to .

have the advantage of requiring a short time sequence for the u(nT)=Z sin(2m(n—1) o T+2mw(k)),
) ; s k=1

calculation of the transfer function. However, this method does
require that the noise level in the system be low. The error causaad
by the noise is inversely proportional to the amplitude of the pulse n=1 N (10)
[14]. In practice, the input signal amplitude is constrained to be el
low enough for the physical system to respond in a linear wawhereK is the number of sinusoids which are equally spread over
This is a basic weakness and many physical processes do thet passbandw; and w, are the lower and upper limits of the
allow pulse inputs of such an amplitude that the error is insignifpassband, an@d,=w;+k(w,—w4)/K, k=1, ... K. w(k) de-
cant compared to the impulse response coefficients. scribes the phase of thigh sinusoid att=0 and is a random

In order to overcome this difficulty, it is worthwhile to designnumber chosen from a uniform distribution on the interval zero
the input signals carefully so as to generate data that are suéfird unity. The harmonic forcing signal can be seen as a special
ciently informative. Consider changes to the inlet stagnation presase of Eq(10) with K unity. The random sum of sinusoids sig-
sure of the from nal, ;=0 w,=500 HzK =20, is shown in Fig. &). The result-
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Fig. 9 The transfer function between the heat release rate per
unit length and the sinusoidal changes of air flow rate through
the atomizer at frequency 50 Hz, where the dashed lines in-
dicate the result from the harmonic forcing calculation and
solid lines indicate that from the random binary signal forcing
calculation

Fig. 8 The variations of the total pressure, air mass flow rate,
and the Sauter mean diameter in the atomizer inlet due to the
forcing by the sum of the random sinusoids

ing variations of the inlet air mass flow rate and the Sauter mean

diameter are shown in Figs(i§ and &c). From Figs. 7 and 8, it igrimary zone, derived from the results of forcing by the sum of
i

can be seen that the atomizer is more sensitive to low frequencigs, i signals. We see clearly that at low frequencies the rate
and acts like a low-pass filter. A sudden change of the total pPres

sure in the binary signal case leads to a more gradual riseclg
amplitude of the air mass flow rate and a reduction in Sauter m
diameter.

The ARX model is used in the transfer function calculatio
[15]. This means the transfer function is written in the form of an
IIR filter, with additional noise, i.e.

heat release is in phase with the inlet air velocity. This is direct
nfirmation of mechanism we identified at point A in Fig. 3: an
€Arease in inlet air velocity, increases the shear and hence the
rj[]urbulence scalar dissipation rate, which increases the rate of the

-1 < 10° () 1§00/ _(x=0)} (wim)
4 T T T T T T T T
a(x,nT) =2, a(x)my[x,(n—i—N)T]
i=0 ]
K
+ > b(X)a[x,(n—K)T]+e(nT).  (11)
k=1

The errore(t) is assumed to be uncorrelateddfx,t) and inde-
pendent of frequency. Here AR refer to the autoregressive pe

i i i K _ H R ; i i i i i H
(ie. the e{irlleroll{ti)ut S|gnal§k:lb}<(x)q[x,(n })T], andX t.o ©"002 004 006 008 01 012 0.14 016 018 02
the extra inputE; Zga;(X)mg[x,(n—i—N)T]. The numbem is

the number of delays from input to output. The predicted transfe (b) phase( G(x)/r'r‘ua(x=o)) deg.

functions at 50 Hz, calculated with the random binary signal an soo y ; T ; T ; : T T T
the sum of sinusoid signal inputs, are shown in Figs. 9 and 1! 5 3 i : : 3
respectively. In order to make a comparison, the result obtaine . ; 5 v : :
from the harmonic forcing calculation in Sec. 2 is also plottec 300 i it
with a dashed line. In both cases, they are in very good agreeme 40|
The harmonic and designed forcing signals take similar compu

ing times and it can be seen that they give comparable results f 100 » _ »
the flame transfer function at this frequency. However, with de of.. . g
signed forcing signals, the transfer function is determined as ; ‘ : ; : ; : : :
function of frequency, such as E), and is convenient for sys- ~1003 02 0.04 006 008 01 012 014 016 018 02
tem identification. axial coordinate, x (m)

The main advantage of these more carefully designed forcirl‘q

signals is that, in a single calculation, they provide broadbal u%t length and the sinusoidal changes of air flow rate through

frequ_ency information. The frequency variation _Of the_ transfehe atomizer at frequency 50 Hz, where the dashed lines indi-
function between the rate of heat release and the inlet air flow rie the result from the harmonic forcing calculation and solid

can be calculated directly from E€f). Figure 11 shows this flame Jines indicate that from the sum of the random sinusoids forc-
transfer function for point A in Fig. 1, a typical location in theing calculation

10 The transfer function between the heat release rate per
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Fig. 11 Magnitude and phase of the transfer function between
heat release rate per unit length and air flow rate through the
atomizer, for a location  x¢y=0.014 m in the primary zone, calcu-
lated by forcing by the sum of random sinusoids
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Fig. 13 Magnitudes (a) and phases (b) of the frequency re-
sponse of local heat release rate, mixture fraction, and scalar
dissipation calculated by forcing by the sum of sinusoids at
point B in Fig. 1

magnitude of the transfer function decreases witand the phase
reduction is less than linear. This structure is typical of a lag-law.

combustion. This can also be demonstrated by the magnitude g example, a first-order lag-law with system response
phases of the frequency responses of local heat release rate, mix- '
dq(t)

ture fraction and scalar dissipation in Fig. 12.
As the frequency increases, the phase of the transfer function dt
tends to decrease linearly, representing a time-delay. Throughout ) ) __
the primary zone, the time delay between the rate of heat rele¥¥gere 7 is the time constant ank=q/m,, has the frequency
and the inlet air velocity is approximately constant at 1.5 ms '§SPOnse
typical recirculation time. At higher frequencies, we see that the

+q(t) =kmy(t),

(12)

T

(@) | $(x,y) i, / P (x=0) 3 |

Fig. 12 Magnitudes (a) and phases (b) of the frequency re-
sponse of local heat release rate, mixture fraction, and scalar
dissipation calculated by forcing by the sum of sinusoids at
point A in Fig. 1
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H(w,Xi)*

= THior (13)

The magnitude of this transfer function ig(1+ w?7)? its
phase is—wt for w7 is small and tends te-90° for large wr.
Figure 11 shows similar trends, but the amplitude decays some-
what faster with frequency and the phase more slowly.

The magnitude and phase of the frequency response of local
heat release rate, mixture fraction and scalar dissipation at point B
are shown in Fig. 13. As we noted in the discussion of Fig. 3, at
this location, the rate of heat release is mainly influenced by the
mixture fraction. From the phase plot we see that at zero fre-
quency the rate of heat release tends to be 180 deg out of phase
with the inlet air velocity. Again this reinforces our understanding
of the important combustion response. In this region the maxi-
mum rate of heat release occurs when the inlet air velocity is low
and hence the SMD of fuel droplets is large. When the mixture
fraction decreases to the stoichiometric value, the heat release rate
is increased due to complete chemical reaction. This generates
“hot spots” with the opposite phase of that in primary zone propa-
gate to the downstream dilution zone.

The flame transfer function for a downstream location is shown
in Fig. 14. As the frequency increases, there is again a linear
reduction in phase like a lag-law. At low frequencies, the rate of
heat release/unit area again tends to be 180° out of phase with the
inlet air velocity: a trend we saw in Fig. 4. The lag-time can be
estimated from the phase plot in Fig. 14. It is 3.5 ms at this axial
location. In Fig. 15, the variation of the lag-timg€x) with the
axial coordinate is demonstrated. It increases approximately lin-
early with x in this downstream region. The propagation velocity
can be estimated in terms of its slopg/d+. For the current flow
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Table 1 The CPU time and calculation deviation

i 14 (xge @ )7 my(x=0) |
ol : ! Case Forciny Impulse Binary Sin
ask v - t. hr 96.0 30.0 170.0 170.0
E“ I o | 5 0.0 2.114 0.081 0.101
_ﬁa:: i \\-ﬁ__q__x : *at a single frequency.
Ez‘. """‘--..\_\_\__\_H; . 4
28 b : .
24t . By ST fer function, which represents the relationship between the un-
22 - =5 o, Steadiness of combustion and the flow rates of inlet fuel and air.
w {Hz) In current work, the transfer function between the heat release
& (ka0 a0} ] rate per unit length and the air flow rate through the atomizer has
i pha'sle AV T been investigated through time-dependent CFD calculations of the
Im"_ ____________ | combustion processes. Four types of inlet forcing signals were
M‘a investigated in this study. Each of them has some advantages and
140 o Ty

T o P ] disadvantages. First, the transfer function was calculated based on
: : results for harmonic forcing frequency. This gives detailed infor-
. mation about the system at the single forcing frequency. The dis-

§
g

phase degree
=
S
Fi
7y
I

# TR . advantage of this method is that the computations are time-
| g - consuming and the transfer function for only one particular
Aok : i, SRV frequency can be determined at a time. To reduce the computation
= . . 'm time, the transfer function is calculated through the use of an IIR

filter for which the output signal is the downstream response and
the inlet is a short-duration pulse. Although at a single frequency
the results are comparable with those obtained by harmonic forc-

w (Hz)

Fig. 14 Magnitude and phase of the transfer function between

heat release rate per unit length and air flow rate through the ing at same frequency, the influence of noise in the short-duration
atomiser, for a location  x,=0.226 m in the dilution zone, calcu- 3|gn_a| is obvious. Flnf?l”yy two carefu_lly chosen input S'9U3|S were
lated by forcing by the sum of random sinusoids studied. These contain the information on the range of interesting

frequencies and have a longer time duration. Two kinds of signals
were employed: the random binary signal and the sum of the

conditions, it is about 168 m/s, which is in good agreement Wits];{'nusoidal signals. The influence of noise in the CFD calculation
CED results for flow velocities near the combustor center-line. Wkas considered in the transfer function calculation. The results
see that the amplitude of the flame response decreases at h%‘@ that they are in good agreement with those obtained from

frequencies and that phase reduction is less than linear, Otegm?sérgogcgl%,f]%?f: ;S?rl(lalaﬂzrr]]i T?_ﬁ;rgg;scfﬁlgz%mctggdstﬁé
again, reminiscent of lag-laws. q Y.

and resulting errors in the transfer functions for the four cases are
. ) ) summarized in Table 1. Here the erréris based on the mean-
5 Discussion and Conclusions square error in comparison with the harmonic forcing calculation

In order to understand and eliminate combustion oscillations,dt 50 Hz, and can be written as
is essential to identify the system through understanding the trans- 1 N H(w,x;)— Hharmoni&w,xi)\ 2
s==> . (14)
N =1 H harmonié @ X;) ‘
it The advantages and weaknesses of each methods are clearly dem-
T T onstrated by the numerical information in Table 1.
The transfer function we obtained through this study has helped
] | us to understand the combustion oscillation better. We found that
in the primary zone quasisteady response of the rate of heat re-
lease is in phase with the inlet air flow rate, higher inlet air ve-
7 locities resulting in more turbulence and hence an enhanced rate
of heat release. At higher frequencies the combustion response
displays typical dynamics of a simple lag-law. Near the edge of
combustion zone, the unsteady heat release is due to variations in
mixture fraction around the stoichiometric value, which is in-
< creased by low inlet velocities leading to fuel droplets with large
SMD. The important time delays to the “hot spots” propagation
can be identified from the combustion response at higher frequen-
cies. It is consistent with a convection time delay emanating from
CFD calculations.
e Several methods for calculating the transfer function have been
developed in the present study. In later work, these results will be
combined with a one-dimensional linear stability analysis to give
predications for instability onset and the frequencies of oscilla-
tion. We anticipate that this approach will be particularly useful
A L when the calculation is extended from an axisymmetric geometry
i AH] 02 0% to three dimensions. Then it will be very time consuming to use
x(m) numerical simulations to investigate self-exciting oscillations, but
the integration to calculation flame transfer functions using CFD
Fig. 15 The lag-time 7+ against axial coordinate and a linear stability analysis provides a feasible me{Hd.
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Rich-Catalytic Lean-Burn
Combustion for Low-Single-Digit
NO, Gas Turbines

A new rich-catalytic lean-burn combustion concept (trademarked by PCIl as RCL) was
tested at industrial gas turbine conditions, in Solar Turbines’ high-pressure (17 atm)
combustion rig and in a modified Solar Turbines engine, demonstrating ultralow emis-

sions of NQ<2 ppm and CG<10 ppm for natural gas fuel. For the single-injector rig
tests, an RCL catalytic reactor replaced a single swirler/injector. NG ppm and
CO<10 ppm were achieved over a 110°C operating range in flame temperature, including
NO,<1 ppm at about 1350°C flame temperature. Combustion noise was less than 0.15%
peak to peak. Four RCL catalytic reactors were then installed in a modified (single can
combustor) engine. NQemissions averaged 2.1 ppm over the allowable operating range
for this modified engine, with CO10 ppm and without combustion noise (less than
0.15% peak to peak).DOI: 10.1115/1.1787510

Vivek Khanna
Kenneth 0. Smith

Solar Turbines, Inc.,
2200 Pacific Highway,
San Diego, CA 92186

of catalytic combustion by gas turbine manufacturers and by
) power generators has been slowed by the need for durable sub-
Background. In the last ten years, gas turbine operators ha\§rate materials. Of particular concern is the need for catalyst sub-
had to comply with increasingly strict exhaust emissions regulggates which are resistant to thermal gradients and thermal shock
tions. The exhaust constituents of greatest concern are oxide 14,15, Metal substrates best fill this need, but their tempera-
nitrogen (NQ) that can act as smog precursors. To date, improvgi e must be limited to less than 950‘(0:750°F)’ to assure suffi-

p;z:t;ignng?: fg\r/té'lgeserl]gv\cezgesul:s%;?n'mlgf:_s'ygmh?ggsé%ﬁbuci_ent material strength and long life. Downstream of the catalyst,
. ; PP g lean-p ) NPy mbustion temperatures greater than about 12@2200°F are
tion of natural gas. Despite the large reductions achieved in

as .
turbine NQ, emissions, there are areas in the U.S. that have esré%gunred for gas-phase reactions to complete the burnout of fuel

more stringent requirements. Massachusetts and Texas are mo Col'n a FE?SOHHELﬁ refS|d|ence glfDB thte ((j)rdertr?f 10t nljs ;
toward NQ, emissions requirements of 9 ppm or less, while are s only a portion of the fuel can be reacted on the catalyst.
in California require NQ emissions as low as 2.5 ppm. In general, A major challenge, then, is to I|m|t_ the extent of reaction within
NO, emissions limits have been tightening continuously over tH8€ catalyst bed such that excessive heat does not damage the
last ten years with California air quality agencies leading the wa§atalyst or substrate, yet release sufficient heat that downstream
This trend is expected to continue. gas-phase combustion is stabilized under ultralow emission con-
Catalytic combustion has the potential to provide the need&ffions. For systems which lean-premix fuel and air upstream of
step change reduction in N@missions down to low single digit the catalyst, the degree of reaction can be limited by chemical
levels. The use of a catalytic reactor within the combustion systei@action rate upon the catalyst, or by channeling within the reactor
allows combustor flame temperatu@nd thus NQ emissions to such that only a limited fraction of the fuel contacts the catalyst.
be maintained at levels lower than in today’s lean-premixed cortit all cases, however, it is imperative that gas-phase reactions do
bustors. Methane and natural gas fuels have been the recent fdt@isoccur within the catalyst bed, since this implies a loss of
of interest, because natural gas is currently the low-emissions fuedction limitation and ultimate overtemperature and failure of the
of choice for power-generating gas turbines. catalyst bed. Preventing such gas-phase reactions is especially
For methane oxidation under fuel-lean conditions, howeverhalllenging in applica.tions. to .advanced, high-firing temperature
only Pd-based catalysts are currently practical, because only thiggbines, where fuel/air ratios in the catalyst-bed are well within
offer acceptable activity, lightoff temperature, and resistance toe flammability limits.
volatilization [1-3]. Unfortunately Pd-PdO catalyst morphology . . .
and its reactions with methane are complex, and lead to comple>!:UGI'RICh Catalyst _Sys}ems. An alternative means tp limit- .
behaviors such as deactivation at high temperatabeve about Ing the extent of reaction is to operate the catalyst fuel rich. In this

750°C/1380°F, hysteresis in reaction rate over heating and coopcenario, there is insufficient oxygen to fully oxidize all fuel in the

ing cycles[4—7], and oscillations in activity and temperaturec@talyst bed, and the extent of reaction is therefore limited even if
[8—11]. In addition, lightoff and extinction temperatures are wel@@s-phase reactions occur. To use a fuel-rich catalyst bed in a
above 300°Q570°P for fuel-lean reaction on Pd-based Cata|yst5qatalytlc combustion system, addltlonal_ air is |ntro_duced down-
thus requiring the use of a preburner in many engine applicatiopieam of the catalyst so that combustion completion can occur
[12,13. fuel lean. Based on this concept, fuel-rich catalytic reactors were
In addition to these catalyst challenges, commercial acceptarigéted by NASA and contractors for liquid fuel applications, and
showed good soot-free performanicds,17. An examination of
Contributed by the International Gas Turbine Instit®TI) of THE AMERICAN  Tu€l-rich catalysis on a variety of liquid fuels was also conducted
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME OURNAL OF  at Yale University under support from NASAL8]. Like the

ENGINEERING FORGAS TURBINES AND POWER Paper presented at the Interna-NASA results. this work showed soot-free catalyst performance
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June % fuel includi iet fuel ited
16-19, 2003, Paper No. 2003-GT-38129. Manuscript received by IGTI, Oct. 203N @ range of fuel types, including a surrogate jet fuel. Unite

final revision, Mar. 2003. Associate Editor: H. R. Simmons. Technologies Research Centgl9] also investigated fuel-rich
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using the perfectly stirred reactd®SR chemical reaction model
Fig. 1 Autoignition delay time for natural gas, as a function of from Sandia National Laboratori¢®5], together with the GRI-2.1
fuel/air mixture gas temperature set of gas-phase reaction mechani$2fy.

For each different inlet temperature to the stirred reactor, PSR
calculations were initially performed for high equivalence ratio,
ell above lean blowout. This result was then used as a restart

itial gues$ for a PSR calculation at an incrementally lower

quivalence ratio, and the process was repeated until the lean
blowout point, where reactions in the PSR are extinguished, was
found. In this manner, the curve in Fig. 3 was generated, showing
® gas temperaturéflame” temperature within the PSR reactor

t imminent blowout as a function of gas temperature entering the
SR reactor. Note that a 4009€52°B inlet temperature to the
atalytic reactor is assumed, so that increased inlet temperature to
Eﬁe PSR reactor implies greater catalytic pre-reaction, and greater

NO, generation by removing some heat of reaction prior to ga
phase combustion.

For these liquid fuel applications, ultralow N@missiong<3
ppm) have not been considered feasible because of these fu
propensity for autoignition during mixing with additional combus-
tion air downstream of the catalyst. Even for natural gas fu
previous systems have not permitted mixing of raw catalyst efﬂlé
ent with additional combustion air. For example, Acurex tested
two-stage natural gas combustion system having a fuel-rich CalBkation of the fuel/air mixture at the PSR inlet
lyst stage followed by interstage heat extractj@0]. Additional As seen in Fig. 3, increased inlet temperatﬁre improves com-

Ccr)ig‘rbtlgsgof?n;';u";’ﬁ;;ﬂtrcozﬂgfii% ggzbiggcr)nh:t? gxtractlon, arﬂ)qjstion stability and reduces the lean blowout limit: for example,
P For natural gas fuels howe>\//er we have foundgt’hét it is possi fith catalytic pre-reaction providing 700°Q290°R inlet tem-

. 9 v s . ISP erature to the PSR, combustion reactions are sustained at a tem-
to mix catalyst effluent with additional combustion air withou erature that is 55°CL00°F lower than the minimum stable com-

incurring autoignition[21]. This is possible because significan ustion temperature without catalytic pre-reaction. At the same

improvement in combustion stability is imparted to the downt-ime’ the 25-ms autoignition delay time at 700¢T290°F per-

\?\};Tla& Ifg\zlﬂﬁg?é?;?;iggﬂ:‘;i?o?t ﬁi%frllytsériﬁlggtﬁ::rg??{]ztuﬁﬁs complete mixing of fuel-rich catalytic reaction products with
g P $inal combustion air, allowing ultralow NQemissions from a

fluent. Autoignition delay time is plotted in Fig. 1 for a represen. ., :
tative natural gas composition (94.9% ©H 3.1% GHq, n\(llvaetL?SI;(ed and stable lean combustion zone downstream of the

0.65% GHg,  0.3% GHyo,  0.1% GHy,,  0.1% GHyg,
0.05% G, and higher-order hydrocarbons, and 0.8% diluent Rich-Catalytic Lean-Burn (RCL) Combustion. In this pa-
mixed with air at 0.5 equivalence ratio, 15 atm pressure, apgr, we present results from full-pressure, full-scale testing of a
varying temperature. The delay times were calculated using thew rich-catalytic lean-bur(RCL) combustion system based on
correlation of Spadaccini and ColK&t2], and approximately rep- this concept of stabilizing combustion with catalyst effluent hav-
resent the delay time of catalyst effluent after heating by catalyiieg a temperature below the instantaneous autoignition tempera-
reaction (vitiation is neglected heje For temperatures below ture. The RCL system is shown schematically in Fig. 4. As shown,
700°C(1290°F the autoignition delay time is greater than 25 ms,
and for temperatures below 650°@200°F the delay time is
greater than 75 ms. These delay times are far greater than the

catalytic reaction of liquid fuels, to reduce downstream thermg

1320

2-5-ms residence time required to mix catalyst effluent with fina 1310 1 2392
combustion air, and are also greater than the typical 10-20 n O 1300 ~. 672
residence time of gas turbine combustors. 50‘: 1290 S 2352 5 5

A simple stirred-reactor combustion model demonstrates th.‘g 2 1280 ~ {2332 & 2
combustion stability is significantly improved when catalytic pre-g & 1270 ~ 12 & _E
reaction heats the combustor inlet gases to temperatures in 1§ = 1260 AN | 2292 E e
range of 700°C/1290°Fwell below the instantaneous autoignition & § 1250 \\ 1 72 B §
temperature A schematic of the stirred-reactor model is shown ing 2 1240 X |l 257 & E
Fig. 2. Here, methane and air enter a catalytic reactor at 400%4 E 1230 N il ¢ .5
(752°P and 15 atm pressure, and are partially reacted to provic * & 1220 T 2232 ®
an increased inlet temperature to a perfectly stirred redB®R 1210 212
having 0.5-ms residence time for gas-phase combustion reactiol 1200 " ' i ' ' ' 2192

The Stanjan equilibrium calculation cofi23] and the JANAF 300 400 500 600 700 800 500 1000
thermodynamic data bag@4] were used to calculate inlet tem- PSR inlet temperature (post-catalyst), °C

perature and composition to the stirred-reactor for varying degrees

of reaction over the catalyst, and for varying methane/air equivey, 3 Gas temperature (“flame” temperature ) within PSR re-
lence ratios, assuming full oxidation products ofrip CO or )  actor at imminent blowout, as a function of PSR inlet tempera-
and zero heat loss. Stirred-reactor calculations were performeack (catalyst exit temperature )
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Catalyst Reverse-Flow Premixer

b
Cooling Combustion / \

Combustor Liner

Air i/‘::? — Burned Gas Catalyst < \ O
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Reactor Mixing T =
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Fig. 4 Schematic of rich-catalytic lean-burn ~ (RCL) system.  pjg 5 Assembly of RCL catalytic reactor with 20-cm  (8-in.)
Catalyst cooling air and fuel-rich catalyst effluent mix prior to diameter combustor liner in Solar Turbines' single-injector

lean-premixed gas-phase combustion. combustion test facility. Bulk flow is from left to right.

the combustion air stream is split into two parts upstream of tiig determined by the effective flow area of the combustor liner
catalyst. One part is mixed with all of the fuel and contacted witfincluding cooling and dilution air hol¢sersus the effective flow
the catalyst, while the second part is used to backside cool g2 of the injector. ) _ _
catalyst. At the exit of the reactor, the catalyzed fuel/air stream For the tests reported here, the rig combustor liner was cylin-
and the cooling air are rapidly mixed to produce a fuel-lean, rélrical, 20 cm(8.0 in) in diameter, and backside cooled. Four
active mixture prior to final combustion. Note that the catalyst igominally 1.3 cm(0.5 in) diameter holes were located at the
cooled only by primary combustion air, so that no heat is extracté@mbustor liner's downstream end, to allow the dilution air to
from the system. enter the combustor after cooling it. The dilution air flow path
With this approach, the fuel-rich mixture contacting the cataly&tfective area, including losses during convective cooling along
has insufficient oxygen to completely oxidize all of the fuel, thuthe liner length, was measured at 5.2%408 in” (discharge co-
limiting the extent of catalyst-stage reaction and enabling limit&fficients includegl For comparison, the RCL catalytic reactor
tion of the catalyst-stage operating temperature to a safe valueeffective flow area was approximately 11%fd.7 in?), and there
Fuel-rich operation of the catalyst provides significant catalystas an additional approximately 1.9 110.3 in?) effective flow
advantages, including wide choice of catalyst typen-Pd cata- area of leakage. Leakage occurred primarily at the combustor’s
lysts are active to methane under fuel-rich conditjpiraproved downstream sedinto the post-combustion flow pathand at the
catalyst durability(nonoxidizing catalyst environmentand low injector insertion sealgrommet seal
catalyst lightoff and extinction temperatures. Catalyst extinction A schematic of the complete RCL combustor assembly, includ-
temperature is particularly low, and is generally less than 200909 premixer, catalytic reactor, and downstream combustor liner
(400°P for the precious-metal catalysts used in the work reporteas tested at Solar is shown in Fig. 5. The catalytic reactor design
here(that is, once the catalyst has been lit off, the catalyst remaiigsdescribed generally in Smith et 28], and includes backside
lit at inlet air temperatures as low as 200°C/400Eshould also cooling of the catalyst. An annular reverse-flow premixer was
be noted that for catalytic combustion of sulfur-containing fuelditted around the catalytic reactor, to provide a premixed fuel-rich
catalyst operating temperatures are sufficiently high that even panixture to the catalyst. Note that all fuel entered via this premixer,
tially sulfided catalysts are active enough to promote the desiradd all fuel contacted the catalyst. Catalyst cooling air bypassed
combustion reactions. We also find this to be true during lightofhe premixer, and entered from the left-hand side in Fig. 5. Down-
under fuel-rich conditions, having tested with fuel sulfur levels uptream of the catalyst, but upstream of the combustor, the fuel-rich
to 250 ppm with no increase in catalyst lightoff temperature. mixture and the catalyst cooling air were combined in a post-
more complete discussion of fuel-rich versus fuel-lean catalygatalyst mixing duct(“post-mix” duct) to create a partially re-
behavior for methane oxidation is given by Lyubovsky ef27]. acted fuel-lean fuel/air mixture. The premixer, catalytic reactor,
In this paper, we report two significant experimental milestoneéd post-mix duct together constitute what we will call the “RCL
in RCL combustion development: injector.” Conceptually, the RCL injector replaces a conventional
1. Experimental confirmation of the ultralow-N®@apability of dry low-NO, (DLN) premixer/swirler arrangement, such as So-
RCL combustion, obtained at full-scale in Solar Turbines’ highiar’'s SOLoNQ, injector.
pressurg(17 atm single-injector test facility. As shown in Fig. 5, the 7.6 cit8.0 in) diameter post-mix duct
2. Demonstration of RCL combustion feasibility for gas turwas fitted into a grommet seal at the upstream end of Solar’s rig
bine engine operation, as shown by ultralow-N@peration of a combustor liner, to inject the partially-reacted fuel-lean mixture
modified (single-can combustpiSolar Turbines Saturn engine. into the combustor. A flameholding co@.5 cm/2.6 in. diameter
base, 20 deg half anglevas installed at the exit of the post-mix
duct, with the apex of the cone located 4.4 ¢hi in) upstream
Single-Injector Tests of the post-mix duct exit plane. Recirculation of hot combustion
gases in the cone’s wake provided a flame anchor zone in the

Hardware Configuration. A 7.6 cm (3.0 in) diameter RCL :
’ . Ay . . ntral part of th m n hat th ne remain I,
catalytic reactor was fabricated for testing in Solar Turblnes’hlgt(p:]-e tral part of the combusténote that the cone remained coo

; S . -~ "however, because the shallow 20 deg cone angle prevented recir-
pressure single-injector combustion test facility. The catalyst sig 9 ge p

. . ﬁlating gases from impinging on the cone’s interior surfathe
was chosen to replace a single Solar Tauru§T7Z) injector, and gxpansion(dump of the combustor liner's dome also served to

tests were performed at simulated T70 engine operating condi o combustion. In general, the catalyst is intended to improve

gggﬁcgﬁorzepresentatlve of an advanced industrial gas t“rb'&'izr‘nbustion stability and turndown at the flame anchor point, but

Solar’s single-injector test facility is capable of flowing heatet not necessarily intended to provide gas-phase ignition. Solar's
. - e rch igniter w igni -ph m ion during ri
air (maximum inlet air temperature of 650°C/1200% a rate of ch igniter was used to ignite gas-phase combustion during rig

3.6 kg/s(8 pp9 and a pressure of 2.1 MRA00 psig. Air entering testing.

the rig is split into two streams. One stredprimary zone ajr Test Conditions (Simulated T70). Steady-state combustion
flows through the injector and reacts with the fuel while the otheests were performed at single-injector T70 full-load airflow con-
stream(dilution air) is used to cool the combustor and is therlitions, as listed in Table 1. Fuel flow rate was the primary pa-
mixed with combustion products downstream of the primary zoneameter varied, to measure catalyst and combustor performance as
The percentage of inlet air entering the primary combustion zoaefunction of fuel/air ratialadiabatic flame temperatyrén addi-
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Table 1 Nominal T70 combustor inlet conditions at full load 800
(before catalytic reaction ), for a single injector

~ 700

%) as—
Combustor Inlet Temperature 430 C (800 F) e /nu
Combustor Inlet Pressure 1.7 MPa (250 psia) £ 600 res

® a P =15 atm
Combustor Air Flow / Injector 1.8 kg/s (4 pps) é- 500 .

O -
Combustor Fuel Flow / Injector 0.04 kg/s (0.09 pps) = DroL injector = 0.55

£ 400 -

8

]

© 300 b

tion, inlet temperature was ramped up during catalyst lightoff, an 5,4 , ' . . ' i
transient data were obtained to capture the lightoff event. It shou 300 220 340 260 380 400 420 440
also be noted that torch ignition of the combustor was performe

at partial pressurébased on torch igniter limitatiojsand the rig Inlet Air Temperature (C)

was then brought to full pressure and full flow after ignition.

For a single T70 injectofone of 12 in a T70 engine&eombustor
airflow at full load is about 1.8 kg/&4 pp9, as listed in Table 1.
For ultralow-NQ, lean-premixed combustion at full load fuel flow,
about 1.2 kg/92.7 pps air should pass through the injector into ] o ] )
the combustor primary zone, leaving about 0.6 K4/8 pp3$ air and/or fluctuating CO emissions. The rig was not operated yvlth
for combustor liner coolingincluding leakage ar In the single- the flame blown off, to prevent unburned fuel from accumulating
injector rig, however, the combustor liner dilution holes werd the exhaust duct and test area.
sized at nominally 0.5-in(1.3-cm) diameter, and were not re- Figure 7 shows steady-state catalyst surface temperatures plot-
sized to provide this air split for the RCL injector. Instead, riged against adiabatic flame temperature at the RCL injector exit,
total airflow was adjusted to give 1.2 kg/a7 pp$ air to the RCL  Prior to addition of any leakage or cooling air. Adiabatic flame
injector (combustor primary zoneas desired. The liner was thentémperature is calculated for San Diego natural gas in air at 432°C
slightly overcooled. This overcooling is assumed to have minim&#10°P inlet air temperature and 21°@0°F) inlet fuel tempera-
effect on RCL combustion performance. ture. For this calculation, fuel/air ratio at the injector exit was

For the tests reported here, the emissions rake was located fd¢ulated based on total fuel and air flows together with the in-
upstream of the combustor dilution air holes, or about 38(tfn Jector, liner, and rig leakage effective flow areas. At several
in.) downstream of the post-mix duct exit. This corresponds @feady-state conditions, gas samples were extracted from the RCL
about 30 ms combustor residence time at the nominal T70 filljector exit and analyzed by gas chromatogréBit) to provide
load conditions, for 1.2 kg/62.7 ppg air to the combustor pri- Independent_Con_flrmatlon of injector fuel/air ratio. ]
mary zone. The emissions rake consisted of a water-cooled area®s shown in Fig. 7, catalyst surface temperature increased only
averaging single diametral probe in a fixed position. The proséightly as fuel flow was reduced. All catalyst surface temperature
was considered nonintrusiv@o impact on flow, CO quenching, measurements remained below 78@1@30°F over the complete
or flameholding because it was located well downstream of thgange of operating conditions testet40—-1700°C/2620-3090°F
primary combustion zone. range in adiabatic flame temperature o _

The emissions rake feeds gas samples to Solar's emission®CL catalyst temperatures do not vary significantly with fuel/
train, consisting of analyzers for NOCO, UHC, G, and CQ. air ratio because reaction rateeat r_eleas)eupon the catf_sllyst sur-
The UHC sample is not dried, but all other analyzers receiveface is controlled by oxygen flovair flow) under fuel-rich con-
chiller-dried sample. The NQanalyzer range is 25 ppm at itsditions, and because heat remouatat transferfrom the catalyst
most sensitive setting, with an accuracy better than 2% of fiifi also determined primarily by air flow. Fuel flow has little effect
scale(0.5 ppm). The analyzers are zeroed and calibrated twic@n reaction rate and little effect on heat re.m.oval rate. These results
each day, and a linearity check is performed on the, Bi@alyzer hold for the case where catalyst selectivity and hence heat of
monthly, using a range of gases including a zero gas and a
bottom-end calibration gas of 5 ppm NO.

Fig. 6 Catalyst lightoff in Solar’s single-injector rig. Lightoff
occurs at about 320°C (610 F) inlet air temperature.

Test Results(Simulated T70. With San Diego natural gas 800

fuel flowing through the catalyst be@iving 0.55 equivalence
ratio at the RCL injector exjt and with the downstream combus- 750 * 13 PR
tor ignited and providing burnout, the rig inlet air temperature wag 200 * .
ramped up from approximately 320 to 4200€10 to 790°Fat 15 &
atm pressure. At a temperature just over 320800°F the cata- £ 650
lyst became active, and the catalyst surface temperature increa:& P=15-16atm
to a value well above the 320°(®10°F inlet temperature. This § 690 T a0c
event is shown below in Fig. 6, where catalyst surface temperatu’y  sso i
is plotted versus rig inlet air temperature. The data points in Fig. 2
were obtained at 1-sec intervals. Catalyst surface temperaturs 500
were measured by thermocouples attached to the metal catal”™ g5,
substrate.
After catalyst lightoff, rig temperature was increased to give ¢ 400 " , : ; v r
T70 full load condition of about 430°(810°F inlet air tempera- 1400 1450 1500 1550 1600 1650 1700 1750

ture. At steady airflow conditions, fuel flow was increased to ¢
value above the full load fuel flow condition, and steady-state data
were obtained. Fuel flow was then decreased incrementally, ang. 7 Catalyst surface temperature as a function of adiabatic
steady-state data were obtained at each increment, until combiigne temperature at RCL injector exit. Data obtained at nomi-
tion approached lean blowout as indicated by rapidly increasimngl T70 airflow conditions.

Adiabatic Flame Temperature at RCL Injector Exit (C)

30 / Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5.0 20

N
o

+ 0.35
. . .
45 NOx CcO 18 _

] [ < —
= 40 . * 16 ) . 103 ¥
f : ) <‘:| NOx L= 2 . 8
S 35 . V4 143 g ¢ tozs &

<4 - -t
S 30 \ 129  ¥i5{ %
2 25 ] \00 > 0B & toz2 §
g ] " / b s Peak Frequencies @ 295 - 320 Hz g
a 20 g8 § X 1 4015 &
s ] *® e . & o o
x 15 " 6 5 & to1 &
g ] Y / [ o 8 o

1.0 = 4 0.5
] ** N r + 0.05
0.5 < 2
1 ettt ¢-""1" "
0.0 T T T T T T T 0 0 T T T 0
1300 1325 1350 1375 1400 1425 1450 1475 1500 1300 1350 1400 1450 1500
Adiabatic Flame Temperature at Emissions Rake (C) Adiabatic Flame Temperature at Emissions Rake (C)
Fig. 8 NO, and CO emissions, as a function of adiabatic flame Fig. 9 Combustor-driven pressure oscillations (CDPO) for

RCL combustion, at flame temperatures from about 1310 to
1470°C (2390 to 2680 F). Pressure oscillations remained less
than 2.4 kPa (0.35 psi) peak to peak for all conditions tested.

temperature at emissions rake. Data obtained at 16 atm pres-
sure, and at nominal T70 airflow conditions.

reaction do not vary with fuel/air ratio. For the results presentegiapatic flame temperatures from about 1310 to 1470°C/2390 to
here, the catalyst was primarily selectlvg to fgll oxidation prOdUC%SO"F(based on emissions rake, @nd CQ concentrations
(CO, and HO) over the range of fuel/air ratios tested. The high-pressure ultralow-emissions results obtained using the
NO, and CO emissions from RCL combustion testing are ploRcL combustion system demonstrate that it is possible to mix
ted in Fig. 8 as a function of adiabatic flame temperature at thge|-rich catalyst effluent with final combustion air, without induc-
emissions rake. Fuel/air ratio at the emissions rake was calculafgd autoignition, yet imparting significant combustion stability to
from measured Pand CQ concentrations, and the correspondingne downstream combustion process. Thus fuel-rich catalytic re-
adiabatic flame temperature was then calculated for San Dieg&ions can stabilize fuel-lean premixed combustion to provide
natural gas in air at 432°(810 B inlet air temperature and 21°C staple, quiet combustor operation with ultralow Nand CO
(70°F) inlet fuel temperature. NOand CO emissions are reportedamissions.
after correction to 15% ©on a dry basis. UHC emissions are
reported on a wet basis, corrected to 15% O Rig Test at Saturn-Engine Conditions. As discussed in
As shown in Fig. 8, the RCL combustion system achieved umore detail below(next sectiol, four RCL injectors were fabri-
tralow emissions over a wide operating window of approximatelgated for engine testing in a modified Solar Saturn engine. Each
110°C(200°P variation in flame temperature, with CO below 10njector had the same basic design and dimensions as the original
ppm and NQ below 3 ppm(and as low as 1 ppmUnburned single RCL injector tested at T70 conditions described above. One
hydrocarbongUHC) remained less than 2 ppm at all condition®f the four Saturn-bound RCL injectors was tested in Solar’s
shown in Fig. 8. single-injector test rig. The purpose of this test was to evaluate
As measured at the emissions ralaeated just upstream of the RCL operation at low inlet temperature, prior to actual Saturn
combustor dilution holésthe primary zone adiabatic flame tem-engine testing. In particular, it was desired to confirm catalyst
perature varied from about 1340 to 145072440 to 2640°F activity (maintained lightoff at low inlet temperaturée.g., Saturn
during ultralow-emissions operation, as shown in Fig. 8. Gdwlf load combustor inlet temperature of 215°C/420°&nd to
samples extracted from the RCL injector exit and analyzed by G&so measure achievable combustor emissions at these low inlet
however, showed that the adiabatic flame temperature exiting fleeperatures.
injector was about 130°C230°F higher than the primary zone Three operating points for the modified Saturn engine were
adiabatic flame temperature. The indication is that leakage air @&lected for single-injector tests, as listed in Table 2. Based on
tered the primary combustion zone, most likely at the grommene-quarter Saturn-engine fuel fldfor one of four injectors a
seal between the Solar rig combustor liner and the RCL injectdull load RCL injector airflow of 0.6 kg/$1.3 pps was selected to
Imperfect mixing of this leakage air with the injector’s fuel/airprovide ultralow-emissions lean-premixed combustion. For part-
mixture can increase N@missions to values slightly higher thanload testing, injector airflow was scaled according to combustor
expected for perfectly premixed combustion at the adiabatic flarifdet pressure.
temperatures measured at the emissions rake. In fact, the NO
emissions shown in Fig. 8 are about 1 ppm higher than expected
at 1450°C(2650°H based on perfectly premixed combustion.  Table 2 Nominal Saturn-engine combustor inlet conditions for
For the data shown in Fig. 8, the total combustor pressure drogoedified (catalytic ) Saturn engine
from air inlet to combustor exit, was less than 5% of the combu
tor inlet pressure. Pressure drop will be reduced to about 3% | gaturn 570, 74% 100%
future work, by enlarging the catalyst cross-sectional area and il combustor LOAD LOAD LOAD
using a more open catalyst bed. Combustion-driven pressure ¢ plet Cond.
cillations (noise were also monitored, and remained less than 2.
kPa(0.35 psj peak to peakless than 0.15% peak to peak of mean| Temperature | 215C/415F | 225C/440F | 250C/485F
combustor pressurat all conditions tested, indicating quiet op-

eration. Low levels of combustion noise were expected, since ga pressure 4.85 atm 5.41 atm 6.15 atm
phase energy release in the combustioe driving force for com-
bustion noisgis reduced when a portion of the fuel is catalytically Emissions <2 ppmNO; | <2ppmNO, | <2 ppmNO,

reacted prior to gas-phase combustion. For the single-injector 1y gy Single
combustor, peak noise occurred in the 295-320-Hz range; pe| pjector Rig | <6 ppmCO | <5ppmCO | <2ppm CO
noise in this range is plotted in Fig. 9 for RCL combustion at
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Because the Saturn-engine combustor inlet temperature is b Combustor
low the catalyst lightoff temperaturébut above the catalyst ex- Primary Zone
tinction temperatunethe test procedure included a catalyst light-
off transient wherein the rig inlet temperature was increased t
about 360°C(680°F to ensure catalyst lightoff. This catalyst
lightoff procedure(rig inlet temperature rampvas performed at
Saturn full-load flows and pressuf@able 2, with the down-
stream combustor ignited and providing burnout. To confirm the
low catalyst extinction temperature, rig inlet air temperature wa:
then decreased to the Saturn combustor inlet temper&tuge
250°C/485°F for Saturn full load conditionsAfter lightoff the
catalyst remained lit at all conditions tested, including no- 4
preburner combustor inlet temperaturgsitalyst inlet tempera-
ture9 as low as 215°G415°P. :

For each Saturn load condition tested, rig airflow conditions
(flow rate, pressure, and temperajuveere established and then
fuel flow was varied to determine optimal emissions. This simu:
lated, approximately, combustor tuning in the modified Saturn

Compressor
Discharge

Air Pipe

engine via variable airflow valvesliscussed in more detail below, Elomt?ustor “C B Outl
next section At selected points, fuel/air ratio at the RCL injector ousing w Dumer Outlet
exit was confirmed by gas sample extraction and GC analysis. Pipe (to turbine)

RCL combustor emissions are listed in the bottom row of Table ) " o i
2, for each airflow load condition tested. In general, ,Ngnis- Flgt'urioenzzﬂg-n;ﬁgwﬁ% Sg:?;bul:tgrirffgvc Eggiﬂ?%{;&g?ﬁ';ﬁ
sions below 2 ppm were ac_hlevable \_Nlth CO below 10 ppm at ary zone air ’pipe and dilution air pipe
inlet temperatures tested, including inlet temperatures as low as
215°C(415°P. UHC emissions were below 2 ppm for all condi-
tions listed in Table 2. ) ) ) o ) )
tograph of Fig. 11 was for inlet airflow conditioning, since air
Saturn Engine Operation entered the combustor housing from the top, as shown in Fig. 10.
Based on the successful single-injector rig tests, a “cluster” c}'ﬂé‘? I?neggogarfgd d%uﬁg:VSSrfg?JLog);C?upél /t:i; ;;‘rzt;t’izﬁgtﬁfgig:g
four RCL injectors was installed in a modifiedingle can com- _All fuel and air entered the combustor through the four RCL

busto) Saturn engine, to assess controls compatibility and trafhjectors(neglecting leakage irThe combustor liner was back-

sient operation in an engine envirenment, including engine sta e cooled with dilution air, before the dilution air entered the hot

acceleration, and load variation. In addition, steady-state operat . )
data were obtained, including N@nd CO emissions at the en-Y path 60 cni24 in) downstream of the combu_stors upstream
' $d (the round plate through which the post-mix ducts are in-

gine exhaust. The engine test also provided a basis for evaluat ied, visible in Fig. 11, forms the combustor's upstream.end
RCL reactor robustness in an engine environment, over a rang 5 cér:?btljstorl IineI?.itseIlf was cylindrical :md 38 Lcjﬁgﬁ in) iri
operating conditions and deman(@scluding start, acceleration, diameter. At full Saturn engine load, and assuming 0.6 Kiy3

and load. pp9 airflow through each RCL injector for ultralow-emissions
Test Engine Specifications and Configuration. The test en- operation, combustor residence time is about 35 ms.

gine was a modified version of a two-shaft recuperated Saturn

T1200 engine, nominally rated at 750 k000 hp after modi-

fication. This engine was selected as a test bed because its ext

combustor configuration was amenable to modification. For tﬂggbumer fuel stage, which received about 25 kg pph fuel

Engine Operating Procedure. Engine start-up data are
e?Hg]Nn in Fig. 12, with annotations, giving a graphical depiction of
ﬁi&e startup procedure. Note that there are three fuel circuits: a

tests reported here, the recuperator was removed, but the compp : : b .
sor discharge scroll and turbine inlet scroll were retained, allo Uring catalyst lightoff, and two RCL injector fuel stages, which

ing a single side-mounted combustor can to be installed.

The overall combustor configuration is shown in Fig. 10. Note
that variable airflow butterfly valves were fitted in the combustc
primary zone air pipe and the dilution air pipe, to allow combustc
air to be varied for best emissions at any given fuel fl@ngine
load. Also note that a preburner was located in the combust
primary zone air pipe below the butterfly valve, to temporarily
increase catalyst inlet air temperature to about 35@&0°H to
ensure catalyst lightoff. The preburner was turned off after cat
lyst lightoff, and before engine emissions were measured.

The multiport gas-sampling probe was mounted in the engir
exhaust stack and used to gather gas samples for emissions ar
sis. Gas samples were transported from the probe to the emissi
analyzers through heated hoses.

The cluster of four RCL injectors were assembled in the Satur
engine combustor, parallel to one another in a square array
shown in the photograph in Fig. 11. Each RCL catalytic reactc
was 7.6 cm(3 in.) in diameter. A flameholding cone was posi-
tioned at the end of each post-mix duct, as in the single-inject
rig tests described above. Each RCL injector was also fitted wi
an annular reverse-flow premixer, located outside the catalytic re-
actor housing, as in the single-injector rig tests. Note that tigy. 11 Photograph of four-RCL-injector assembly, prior to in-
perforated duct upstream of the RCL injectérisible in the pho- stallation in Saturn engine
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Fig. 12 Saturn engine start-up data, obtained using RCL combustion, showing engine accel-
eration, catalyst activation by preburner  (followed by preburner shutoff with continued catalyst
activity ), and loading of engine

together received up to about 275 kgB00 pph fuel at load. lightoff. This was possible because catalyst temperature is insen-
RCL fuel stage A supplied fuel to the top two injectors, while RClsitive to fuel/air ratio under fuel-rich conditions, as shown in Fig.
fuel stage B supplied fuel to the bottom two injectors. Each stagefor the single-injector rig tests. In addition, the RCL catalyst is
was separately adjustable, so that fuel/air ratio could be equalizEd cooled by a large fraction of the total combustion air, and
for all injectors(for minimum NQ, emissiongeven if airflow was reactions on the catalyst are limited by available oxygfel-
asymmetric between the top and bottom injectors. Top-bottom aiieh); thus the catalyst is resistant to flashback, autoignition, and
flow asymmetry was anticipated because primary-zone air entemrheating damage, and can operate safely without active tem-
the combustor casing from the top, as shown in Fig. 10. GC anaferature control.
sis of gas samples from each of the four RCL injector exits, how-
ever, showed little airflow asymmetry during engine operation.
At cold crank condition§29% gas producer shaft speed, Ngp
the preburner was ignited and adjusted to 2603Q0°F outlet

Engine Performance With RCL Combustor. With RCL
combustion, Saturn engine N@missions averaged 2.1 ppm with
less than 10 ppm CO over an achievable engine operating range
temperature, below the catalyst lightoff temperature. As seen F;ansgfﬁggh a;isisctlr?s\lvrr]ema'i:r:gealgélg\)vle:; ?Fl)i"ner;gr:gecgr%irl?:tri]gn-
Fig. 12, the small preburner fuel flow provided little motive powe gven’ pressure oscillation&DPO) remained Ies:s than 0.7 kPa

to the engine and negligible increase in engine speed. Next, W)’@)
still at 29% Ngp, fuel was introduced to the RCL injectors antP-1 PS) peak to peaklless than 0.15% peak to peak of mean
mbustor pressure

combustion was ignited by a torch igniter in the main combustdr®
With the starter motor still engaged, fuel flow was ramped up as
the engine accelerated to 65% Ngp. At 65% Ngp the starter mot
was disengaged and the engine controller added fuel to maintai
constant idle speed of 65% Ndpo load. Preburner outlet tem-
perature remained at 260°(G00°P, and the catalysts remained @
inactive. a8

Preburner temperature was then increased to about 35z
(660°P to ensure catalyst lightoff. Engine speed was increased =
80% Ngp, the preburner was turned off, and the catalysts r
mained active. Engine speed was then increased to 90% and
variable airflow valves were adjusted to obtain optimum emi«
sions. The valves served to vary the airflow to the RCL inject0|8
thus allowing control of NQand CO emissions. Emissions date?;
were taken as engine speed was reduced in increments of at@
1% Ngp. The airflow valves were adjusted for best emissions
each speed.

Engine controls were based on a Saturn T1202R design &
used a state of the art Allen-Bradley microprocessor console 8
run the logic. For the RCL combustor engine tests, catalyst tet
peratures were not used in the fuel control algorithm. Instead, fuel
control was performed according to standard DLN methigulis  Fig. 13 RCL combustor emissions during Saturn engine op-
marily monitoring engine speed versus set pointth the addi- eration, showing ultralow NO , and CO emissions over an
tion of a preburner fuel control during initial start and catalysichievable engine operating range of 82—-89% speed

= K W & th D ~ @ W O
|
L]

B2 83 B4 85 B8 8 B 89 90
Ngp (gas producer shaft speed, % of max)

(=]

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 / 33

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Saturn engine operating data at low-end and high-end catalytic pilot approach can be adop{@9], using a combination
of achievable operating range. Note catalyst activity and ul- of RCL catalytic reactors and lean-premixed swirlers/injectors.
tralow emissions achieved at inlet temperatures as low as
191°C (376°F).

Conclusions
Engine Speed 82% Ngp 89% Ngp A new rich-catalytic lean-burRCL) combustion concept was
— tested at gas turbine conditions, first in a full-scale full-pressure
NOx Emissions 2.2 ppm 2.2 ppm single-injector rig, and second in a modified industrial gas turbine.
CO Emissions 9.5 ppm 5.7 ppm These constitute two significant experimental milestones:
1. Experimental confirmation of the ultralow-N®©apability of
CDPO (noise) < 0.7 kPapk-pk | <0.7 kPa pk-pk the RCL combustion concept. In particular, we confirm the ability
to mix fuel-rich catalyst effluent with primary combustion air,
W /607 hy . . . R . ) A .
Power Output 237kW /318 hp | 453 kW /607 hp without inducing autoignition, yet imparting significant stability to
Nominal Load 32% 61% the downstream combustion process.
2. Demonstration of RCL combustion feasibility for gas tur-
Comb. Inlet Pressure 3.9 am 5.0 atm

bine engine operation. In particular, we demonstrate engine start-
Comb. Inlet Temp. 191 C/376 F 223 C/434F up, acceleration, and operation at load by fuel injected only
through RCL injectorgeffectively a single fuel stage, with all fuel
contacting the catalystand with simple engine controls that do

. ) . _not monitor catalyst temperature.

At 89% Ngp, combustor inlet aifcompressor dlschargg Rir  In summary, the data presented here show that fuel-rich cata-
was at 5.0 atm and 223°@34°H. At 82% Ngp, combustor inlet lytic reactions can stabilize fuel-lean premixed combustion to pro-
air was at 3.9 atm and 191%@76°F. For all data points shown in vide stable, quiet combustor operation with ultralow Ndd CO
Fig. 13 the preburner was turned off, the catalyst remained actigmissions. In addition, the air-cooled fuel-rich catalyst system can
at the available compressor discharge temperat(asslow as operate safely without active temperature control because its tem-
191°C/376°F, and NQ, emissions remained below 3 ppm. perature is insensitive to fuel/air ratio.

Measured power output ranged from 237 K848 hp to 453
kW (607 hp over the 82—-89% Ngp operating range, or abou,

32-61% load based on a 750-kK\A000-hp nominal power rating ACknOW|edgments
for this modified engine. Engine load was delivered to a water We would like to acknowledge the U.S. Department of Energy
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Assessment of Rich-Burn,

Quick-Mix, Lean-Burn Trapped
oaugias L. straun | \/Ortex Combustor for Stationary
Kent H. Casleton Gas Tu rbines

Robie E. Lewis
This paper describes the evaluation of an alternative combustion approach to achieve low

Todd G. Sidwell emissions for a wide range of fuel types. This approach combines the potential advan-
. tages of a staged rich-burn, quick-mix, lean-burn (RQL) combustor with the revolutionary
Daniel J. Malo"ev trapped vortex combustor (TVC) concept. Although RQL combustors have been proposed
. for low-Btu fuels, this paper considers the application of an RQL combustor for high-Btu
George A. Richards natural gas applications. This paper will describe the RQL/TVC concept and experimen-
tal results conducted at 10 atm (1013 kPa or 147 psia) and an inlet-air temperature of
U.S. Department of Energy, 644 K (700°F). The results from a simple network reactor model using detailed kinetics
National Energy Technology Laboratory, are compared to the experimental observations. Neglecting mixing limitations, the simpli-
Morgantown, WV 26507 fied model suggests that N@nd CO performance below 10 parts per million could be

achieved in an RQL approach. The CO levels predicted by the model are reasonably close
to the experimental results over a wide range of operating conditions. The predictgd NO
levels are reasonably close for some operating conditions; however, as the rich-stage
equivalence ratio increases, the discrepancy between the experiment and the model in-
creases. Mixing limitations are critical in any RQL combustor, and the mixing limitations
for this RQL/TVC design are discuss¢@Ol: 10.1115/1.1789152

Introduction Thermal NQ is an important issue for fuels that have flame

The U.S. Department of Energy is developing technologies f ?mperatures in excess of 1800 K. Although many low-heating

. = alue fuels(i.e., air-blown gasification processedo not have a
“'”?C'.ea”- 21st century, energy plarty] with efficiency and roblem with thermal N@, some medium-heating value fuels
emission goals well beyond the current state-of-the-art gas turb S/e higher flame tem ératures than natural [§a6]. These
power plants. Furthermore, recent trends suggest that new en 9 p )

roduction is bredominantlv focusing on natural aas. In fact. 90 dium-heating value fuels could be diluted, but fuel-dilution
pf th p lant Y fuel d% tural Eﬁgﬂ;sl : d t ﬁ‘iay also reduce the engine surge margin and does not address the
or the neéw power plants are Iueied by natura n oraer to .problem of fuel-bound nitrogen. Furthermore, existing demonstra-

Yfohis of dilute diffusion flame combustors have produced, NO

sity of fuel sources will be required. Thus, a key feature of the?@vels of 9-25 ppmv, so further improvements are required to

future energy plants is fuel diversity, and gas turbine combustgﬁreet the goals of coal syn-gas applicatiéiis

designs must be capable of operating on a wide range of fuelsyyq objective of this study is to investigate the ability of an

including F“”.‘t“.ra." gas and fuels derivgd from gasification prci—'QQL/TVC to minimize pollutant emissions on a high-heating
cesses. Minimizing pollutants such as nitrogen OX'.d.eS*ONQar' value fuel like natural gas. It is believed that mixing limitations in
bon monoxidgCO), and even carbon dioxide is critical for these, staged RQL approach would govern the potential to achieve
advanced power plant designs. , __ultralow emission levels, particularly for fuels in which thermal
_In order to achieve ultraclean emission goals with fuel flexibilyo production is an issue. Therefore, in order to investigate the
ity, revolutionary changes in the gas turbine combustor will beyixing issues in this combustor concept, natural gas is used as a
required. One promising concept is the trapped vortex combusiR(seline fuel. If low-emission performance can be demonstrated
(TVC). The TVC concept was originally conceived at the Ailyn natural gas, then the RQL/TVC approach may have potential
Force Research Laboratory in 19884]. A collaborative effort ¢y |o-emission performance on other fuels of interest for future
between the Air Force Research Laborato®yRL) and the Na- power generation.
tional Energy Technology Laboratof}ETL) began in 1999, and * | the sections that follow, the RQL combustion approach and
was co-sponsored by the Department of Energy and the Strategjg TvC concept will be discussed. Additional information will
Environmental Research and Development Progf@8ERDP to  jjjystrate the differences between the RQL/TVC approach and
evaluate the TV_C concept for stationary power applications. “more conventional RQL combustors. Furthermore, a simple
As a fuel-flexible combustor, the TVC concept can be configstirred reactor/plug-flow reactor network simulation will be used
ured to operate in several different combustlon_ regimes. FoOr 6% show the low emission potential for an RQL combustor oper-
ample, the TVC can operate as a lean premixed combustoratthg on methane. Finally, experimental data will be presented to

conventional diffusion flame combustor, an RQL combustor, @how how this first prototype design performs on natural gas in a
some hybrid approach. This paper will focus on a combustigitessurized combustion test.
approach in which the TVC operates as an RQL combustor.
- Background

Contributed by the International Gas Turbine Institd@&TI) of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF Staged RQL Combustion. Staged combustion approaches
ENGINEERING FORGAS TURBINES AND POWER. Paper presented at the Interna—have been used pl‘imarily to minimize N@enerated from fuel-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Jupe . ; .
16-19; 2003, Paper No. 2003-GT-38569. Manuscript received by IGTI, Oct. 20&12,0Umj nitroger{8-13). These RQL combustor designs incorpo-
final revision, Mar. 2003. Associate Editor: H. R. Simmons. rate an axially-staged approach in which the air injection is staged
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cavity is nearly independent of the main stream. Therefore, poten-

\4 tial upsets in the main airflow do not upset the flame stabilization
Fuel 5= characteristics. Recent dafta0] have shown that this approach
& Air / leads to significant improvements in ignition, lean blow-out, and

relight capability. Furthermore, significant improvements in
NO, emissions for aircraft engine applications have also been
demonstrated.

By taking advantage of the TVC geometry and flame-holding
characteristics, the combustion approach described in this paper is
significantly different from previous axially staged RQL combus-
tor designs. The RQL/TVC is a radially staged design, and all of
the fuel is injected into the cavity, or trapped vortex regisae
Fig. 3. Therefore, the cavity region of the combustor is fuel-rich,
and air is injected through three different paths as shown in Fig. 3.
According to computational fluid dynamid¢€FD) [21] simula-
fions, the cavity air-injection strategy produces a main vortex that
rotates counter to the main flow as shown in Figh)3A second

Rich Mixing Lean
Zone Zone Zone

Fig. 1 Conventional axial-staged RQL combustion approach

axially along the axis of the combust¢see Fig. 1 Although
fuel-bound nitrogen species are converted to,Néry efficiently
in an oxidizing environmenf14], if the nitrogen-bearing fuel is
injected into a fuel-rich environment, a significant portion of th
fuel-bound nitrogen species will be converted tg, Nnstead of

NO . smaller vortex is formed in the shear layer between the cavity and

Since C(t))mplete ‘ggq?‘t'oq dogds not oceur in ghe rich zolne of 8¢ main airstream. This secondary vortex can either help trans-
RQL com ustor, additional oxi ant_l_s require Fo comp _ete t ort products from the rich zone into the main airstream, or as will
combustion at an overall lean condition. The point at which th

o ; S . . . e discussed later, this secondary vortex can also entrain air from
additional oxidant is injected is often called the quick-mix stage ‘?ﬁe main airstream into the rich zone.

an RQL combustor. This mixing zone is critical for minimizing
thermal, or Z_ek_jo_vich, NQproducti_on. In an axially stag_ed COM-gtirred Reactor Network Model
bustor, the air injected into the mixing zone should mix quickly,
which implies small diameter jets should be used. However, TO better understand the details of Nformation and CO burn-
small-diameter jets may not penetrate the main flow enough @t in an RQL combustor, a simple reactor network has been used
distribute the oxidant uniformly across the entire flow area. Therg0 that a detailed chemical mechanism can be employed. This
fore, in order to achieve fast mixing and uniformly distribute théeactor network consists of a perfectly stirred rea¢RBR rep-
oxidant across the mixing zone, a judicious blend of large- ari@senting the fuel-rich region of the combustor. The PSR is fol-
small-diameter jets may be required in an axially staged R@ewed by a mixing zone and a plug-flow react®FR [22,23
combustor. representing the lean stage where final oxidation occurs. The in-
Theoretically speaking, if the mixing between the rich and ledigrstage mixing region is approximated by assuming that the ef-
zones occurs at infinitely small time scalgsath B in Fig. 2, fluent of the PSR is mixed instantaneously and adiabatically with
thermal NQ levels from an RQL combustor could be very low. Ifthe remaining air before entering the lean stage.
the mixing time scales are too slow and localized high- The Chemkin-l[24] package has been used to perform these
temperature regions are formégath A in Fig. 2, significant Simulations. Chemkin consists of preprocessor programs, libraries
amounts of thermal NQwill be produced. As mentioned previ- of FORTRAN subroutines, and databases for thermodynamic and
ously, these mixing issues are common to all fuels in which thelfansport properties. The subroutine libraries can be used to evalu-
mal NQ, is an issue. ate equations of state, thermodynamic properties, chemical rate
expressions, and transport properties. Coupled with appropriate
Trapped Vortex Combustor. The trapped vortex combustor sets of governing equations, a variety of applications can be in-
concept has been under development for several Y@4sl5— yestigated, including well-stirred reactors, plug-flow reactors, and
18]. In a trapped vortex combustor, a cavity in the combustor walkemixed flames. Of interest in this investigation are the well-
is used to provide flame stability. If the cavity is designed progstirred reactof25] and the PFR.
erly, no vortex shedding occufd9]. Due to the temporally and  Chemical kinetic information is supplied in a chemical reaction
spatially stable vortex, it has been proposed that this geomeffidchanism provided by the user. In this case, GRI-MechZ6D
would produce a very effective means to stabilize a flafi#. s chosen to describe the methane combustion chemistry. This is a
The unique feature of this concept is the fact that the flow in thgstailed chemical kinetic mechanism optimized to model methane
and natural gas combustion, including NO formation and reburn
chemistry. It contains 325 elementary chemical reactions and as-
sociated rate coefficient expressions and thermochemical param-
2600 1 T i T eters for 53 chemical species.
5 Simulations are performed with this PSR-mix-PFR network

e structure. All simulations are done assuming a constant air preheat
__ 2200 1 temperature of 644 K700°H and an overall equivalence ratio of
= 2000 #»=0.5 for a fuel consisting of methane only. Emissions levels for
% CO and NQ are evaluated for cavity residence times from 7.5 to
m 1800 30 ms and cavity equivalence ratio variations from 1.1 to 2.2.
¥ Results from these simulations are compared to experimental re-
E 1600
K sults and shown below.
1400
1200 Experimental Results
i This work has been conducted at the U.S. Department of Ener-
1000 + ' ' ' ' gy's National Energy Technology Laboratory. The Low Emissions
0.0 0.5 1.0 1.5 20 Combustor Test and ResearthECTR) facility is a refractory
Equivalence Ratio lined pressure vessel designed for operation at a maximum of
3200 kPa(450 psig. The air compression facility is capable of
Fig. 2 lllustration of slow  (path A ) staged-combustion process providing 1.45 kg/s(3.2 Ib/9 of airflow, and a nonvitiated air
versus a quick-mix (path B) staged-combustion process preheater is used to control the inlet-air temperature with air pre-
Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 | 37
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Fig. 3 Schematic of RQL /TVC combustor. Cut-away view (a) shows temperature contours predicted by 3D
CFD. Cross section (b) shows path lines that define vortices in the cavity region.

heat temperatures up to 810(K000°R. This facility is capable of simulations[21], if more of the products from the rich-cavity
controlling the airflow rate, inlet-air temperature, and combustoegion exit near the upstream combustor wall, combustor perfor-
operating pressure independently. mance is improved.

The RQL/TVC concept described in this paper is designed for aln addition to driving the main vortex toward the combustor
nominal heat rate of 0.7 MWth. Therefore, the fuel and airflownlet, the aft-cavity wall air jet reduces the amount of spillover
rates in this test program are well below the full capabilities of thihat occurs along the downstream wall of the cavity. It has been
facility. Preheated combustion air at 644(R00°B is introduced shown previously21] that cavity spillover leads to nonuniform
through the main-air distributor plate, the fore-cavity wall, and theemperature and emission profiles at the combustor exit. There-
aft-cavity wall. fore, minimizing the cavity spillover is an important consideration

The natural gas composition is analyzed during each day iofan RQL/TVC design.
testing. For the results described in this paper, the average naturdllatural gas is injected into the cavity region from the outer
gas composition is 94.0% methane, 3.9% ethane, 0.60% propaseity wall. The fuel is injected through 28 holes around the cir-
0.85% nitrogen, 0.16% CQ and small percentages of highercumference of the combustor, so the fuel jets are directed toward
hydrocarbons. The average higher heating value of the fuel is 55 centerline of the combustor. The fuel jets and the fore-cavity
MJ/kg (1046 Btu/scf. air jets intersect at a 90-deg angle.

. . The sample probe is located roughly 30 €2 in,) downstream

Description of _Combustor Prototype. A_cutaway SChemat'(.: from the inlet face of the combustor. Depending on the operating
and a cross section of the combustor design are shown in Fig..3nqition, the average bulk residence time in the lean-burn zone is
and pho_tos of the Combusmf are show_n in Fig. 4. The combus the order of 5-15 ms. The water-cooled sample probe is de-
walls, with the exception of the aft-cavity wall, are water-cooledsiyneq 1 collect an area-weighted gas sample. The gas sample is
'Lhe ait]-ct?vny W"’}" IS bacﬁgde _cogl_ed with air that is injecteqansported through heated stainless steel tubing prior to passing
through the annular gap shown in Figck hrough an ice bath to condense the water vapor. The dry gas

The main air enters the combustor through a distributor pl lei | f : f g
(see Fig. 4a)). The distributor plate design is critical for goodde:lor?:gr%;: ng%/)zz(:]do(r}cg? gzggagg):;gné\lgé% unburned hy
combustor performance, and it should be noted that no swirl is ' ' '

required to stabilize the flame. Experimental Test Plan. These tests are conducted at a base-
The fore-cavity wall air and the aft-cavity wall air drive theline pressure of 1013 kP@47 psia and an inlet air temperature
main vortex in the direction shown in Fig(l8. Based on CFD of 644 K (700°F. The independent variables that will be de-

Fore-cavity Air
o 1

Aft-cavity Air
Injected through
Annular gap

Main-air distributor plate .
(a) () (<)

Fig. 4 Photos showing (a) the main air distributor plate, (b) the upstream combustor wall, and  (c) the
downstream combustor wall and combustor exit
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Fig. 5 CFD and experimental data showing aft-wall air effects. Trajectories from the aft-wall air (a) immediately
turn and exit from the combustor. The experimental NO « levels are nearly the same  (b) if the aft-wall air loading
is increased by a factor of two. Note that Eq. (1) is used in calculating the rich-zone equivalence ratio in (b).

scribed in this paper include the rich-zone residence time and the Ve PMW
rich-zone equivalence ratio. The PSR/PFR model results are pre- T RT 3)
sented as a benchmark and are also used as a basis for explaining fore cavitR

some of the trends observed in the data. Note that the fuel flow and the aft-cavity wall air flow are not
included in the cavity residence time calculations. Furthermore,
nQ gas temperature measurement is available for the cavity region,
the temperature is approximated as the exit temperature calcu-
ed from the PSR simulations for the given cavity equivalence
tio.

Data Analysis. As previously mentioned, the air-flow rates
can be controlled independently and are measured within 2%
calibrated flow standards. This capability allows independent Coft
trol of the fuel-air mixture in both the rich zone and the lean zone,

In the cavity region, only the fore-cavity air flow is used for
calculating the rich-zone equivalence ra@ee Eq(1)). This defi-
nition of cavity equivalence ratio is chosen because CFD simul
tiqns have shown that the girfrom the aft-cavity V\{all does not mix Cavity Residence Time Effects. The cavity residence time
with the main vortexsee Fig. §)). All of the path lines from the can pe varied independently in this experiment by changing the
aft-cavity wall immediately turn and exit the combustor withougmount of air injected into the cavity region. In order for the
mixing with the main vortex. For the boundary conditions used ifjch-zone equivalence ratio and the overall equivalence ratio to
Fig. 5a), the cavity equivalence ratio using E(l) should be remain constant, the fuel and air flows must be controlled simul-
around 1.8. ) ) ) taneously. Figure 6 shows both the experimental and the network

To further s_upport_the approaph of_ ignoring the aft-C?IVIty walhodel results for a cavity equivalence ratio of 1.50 and an overall
air in the cavity equivalence ratio, Fig(t§ shows experimental gquivalence ratio of 0.50. The agreement between the model and
data |n_wh|ch the overall equivalence ratio and the_ cavity reshe experiment is very good, given the simplicity of the stirred
dence time are held constant, but the amount of air injected frq@lctor network. Both the model and the experiment show that the

the downstream cavity wall is varied by roughly a factor of 2. ThR o, decreases as the residence time in the rich-zone increases.
effect on the NQ emissions is smallsee Fig. #)), which sug-

gests that the effect of the aft-cavity wall air on the cavity stoichi-
ometry is small. Therefore, for the purposes of this paper(Eq.

Riscussion of Results

is used to calculate the cavity equivalence ratio: 80 !
o |
(Mryer/ Megre cavity) o |
Grich=————————— 1 #s0- . .
Ostoich = )
. . NOx
The overall equivalence ratio can be calculated based on e St hap 4 A
h . - &
measured fuel-air flows as shown in Eg), as well as the gas E 40 ———p-———- !‘—L—Ell_‘_i_al_
composition in the exhaust. If the overall equivalence ratio bas = =
on the flows into the system is compared to the value calculatg
based on the exhaust emissions, the discrepancy is typically on's 20
order of 2%, E
i co
4 [t/ (Mrgre cavity™ Matt cavity™ Mimain) ] @ gl ~ Tommeay fEE @ips ge Pe
|7 .
o Uistoich 6 8 10 12 14 16
The residence time in the cavity is difficult to quantify accu Cavity Residence Time (msec)
rately due to uncertainties in the velocity and temperature profile | a4 NOx B CO —MNOxModel - GO Model

However, since all of the flows are measured separately and the

dimensions of the combustor are known, an approximation of thgy. 6 Comparison of experimental emissions data and PSR-
average bulk residence time is made using the following expragdix-PFR network model. (Rich-zone equivalence ratio is 1.50,
sion, wheréeV,, is the volume of the cavity: overall equivalence ratio is 0.50. )
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Secondary
Vortex

Fig. 9 Path lines computed from 3D CFD simulations of the
RQL/TVC. The color scale corresponds to the computed tem-
perature level (red=2400 K). The secondary vortex entrains oxi-
dant into the cavity region.

Emissions At PSR Exit (ppmv)

Cavity Residence Time

[—TFN = nHD = HCN _—aNW3__-5- HNCO | cavity. It is believed that the primary difference between the ex-
perimental results and the model results shown in Fig. 8 are due to
Fig. 7 Predicted fixed-nitrogen species exiting the PSR (rich-  imperfect mixing in the experiment.
zone) as a function of rich-stage residence time CFD simulations for a cavity equivalence ratio of 1.8 have been
completed(see Fig. 9. For this operating condition, CFD simula-
tions have shown that the secondary vortex transports oxidant
. _ from the lean zone into the rich zone. In the rich zone, this en-
Further investigation of the model shows that the total amount Rgined oxidant reacts and forms high-temperature regions in the

fixed nitrogen specieg.e., all nitrogen species exceppNeaving cavity. For the data shown in Fig. 8, the amount of main air

the rich-zone decreases as the residence time is increseseig. iajected to maintain an overall equivalence ratio of 0.50 increases

7). However, under these conditions, the reduction in total fIXeas the rich-zone equivalence ratio increases. Early evidence sug-

nitrogen (TFN) species W'th. Increasing cavity resu_jence time | sts that the behavior of this secondary vortex changes as the
primarily due to decreases in HCN. These fixed-nitrogen speci L . AT
(NH, and HCN will produce NO in the lean zone. Therefore, by ount of main air, relative to the cavity air, is increased. In fact,

3 . ’

increasing the residence time in the rich zone, the amount of fixﬁigf"mmary CFD simulationg21] suggest that mixing can be en-

nitrogen species entering the lean stage of the combustor is ée_nced by this secondary vortex motion. In any event, the CFD
duced. Hence, the amount of N@rmed in the lean zone from imulations suggest that a significant portion of the N&formed

the fixed nitrogen species is reduced as the rich-zone resideriﬂ:the cavity region for a cavity equivalence ratio of 1.80.
time is increas%d P ftis also interesting to note that under ideal mixing conditions,

the PSR model predicts large amounts of NO will be produced in

Cavity (Rich-Zone) Equivalence Ratio Effect. In order to the rich zone, particularly for cavity equivalence ratio conditions
investigate the effect of cavity equivalence ratio on the,N@d less than 1.5. As the rich-zone equivalence ratio is increased, the
CO emissions, the cavity equivalence ratio is varied while keepift© levels decrease rapidly and HCN and Nbecome the pre-
the cavity residence time and the overall equivalence ratio cofleminant reactive nitrogen species. Although HCN and; Witist
stant. Figure 8 shows the PSR-Mix-PFR model results plotted 6& considered, Fig. 7 has shown that these species can be reduced
the same graph as the l@nd CO levels from the experiment. by increasing the cavity residence time.

The experimental CO data shown in Fig. 8 compare reasonablySince the PSR/PFR model neglects mixing limitations, the pre-
well with the PSR-Mix-PFR model predictions, and the experiicted levels shown in Fig. 8 may reflect a theoretical lower limit.
mental NQ levels compare reasonably well at low cavity equivaAlthough the theoretical and experimental results agree for some
lence ratio conditiongi.e., ¢.,,<1.6). However, at the higher operating conditions, this does not imply that we achieved perfect
equivalence ratio conditions, the experimental ,N€vels plateau mixing in the experiment. There are significant uncertainties in the

and do not appear to be dependent upon the fuel-air mixture in @@fimates of some of the experimental variables. For example, the
experimental cavity residence time involves assumptions about

the distribution of residence times, as well as, the gas temperature
in the cavity region. Nevertheless, the detailed kinetic model sug-
gests that ultralow NQlevels are theoretically possible for an

100
a RQL combustor, but single-digit emissions have not been experi-
° . mentally demonstrated at this time.
&
® g .
£ Conclusions
i o This paper describes the design of a nonpremixed, can-style
g TVC in which all of the fuel is injected into the cavity. In this
-E configuration, the TVC operates as an RQL staged combustor.
-E 20 1 Contrary to conventional axially-staged RQL combustor ap-
wi proaches, the RQL/TVC concept is radially staged, which is be-
0 e | lieved to have inherent advantages over a conventional RQL
1.2 1.4 16 18 20 22 24 26 approach. _ . .
Rich Zone Equivalence Ratio Detailed kinetic modeling of the RQL/TVC is discussed using a
L L — simplified network of a perfectly stirred reactor and a plug-flow
[ = NOx & CO ——HOx - Madel (0 - Mada | reactor. Since these simulations assume perfect mixing, the results
represent a lower bound on the emissions from an RQL approach
Fig. 8 Comparison of experimental data versus PSR-Mix-PFR burning methane fuel. These simulation results are useful for iden-
model. (Overall equivalence ratio is 0.50. ) tifying variables that are not limited by mixing characteristics, but
40 / Vol. 127, JANUARY 2005 Transactions of the ASME
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. N . . H _ Exhibit, Reno, NV, January 1995, AIAA Paper 95-0810.
{:t?é%zngfetIcr:rc])?n%g?ecda\t/cl)n{heeqLej;Y;éen?ﬁgn?atlT%q:%e hetwork simu [4] Katta, V. R., and Roguemore, W. M., 1998, “Numerical Studies on Trapped

A good comparison between the measured CO levels and the \{;ge;nggtier;s for Stable Combustion,” ASME J. Eng. Gas Turbines Power,
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the CaVI.ty eqUIV.alence ratio that are. hlghe.r.thar.] 16 The.se dls[-6] Dobbeling, Igp Eroglu, A., Winkler, D., Sattelmayer, T., and Keppel, W., 1997,
crepancies are likely a result of practical mixing limitations in the " .| ;" Nox Premixed Combustion of MBtu Fuels in a Research Burner.”
experiment. ASME J. Eng. Gas Turbines Powdn9, pp. 553—-558.

3D CFD simulations have been presented to isolate the areas ¢f] Todd, D. M., 2000, “Gas Turbine Improvements Enhance IGCC Viability,”
poor mixing. The 3D CFD simulations show that a Secondary Efsgnte(é atBthellZOZOOOOéEasification Technologies Conference, San Francisco,

: : : , October 8-11, .
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_ Flame lonization Sensor
werwcros | INtegrated Into a Gas Turbine Fuel

Ft. Collins, CO 80525

e-mail: kbenso@woodward.com N OZZ I e

Jlmmv. D Thornton Recent advances in lean premix gas turbine combustion have focused primarily on in-
e-mail: jthom@netl.doe. gov creasing thermodynamic efficiency, reducing emissions, and minimizing combustion dy-
Douglas L. Straub namics. The.practig:_al Iimit{itior) on increasing efficiency at lower emission_s.is the.onset of

. combustion instability, which is known to occur near the lean flammability limit. In a
E. David Huckabv Iabo_ratory gnvironment _there are many sensors avgi_lable that provide the combustion
- engineer with adequate information about flame stability, but those sensors are generally
Geo. A. Richards too _expensive or unreliab[e for \{\/idesp(ead a_pplication in the fi_eld. As a consequence,
ke engines must be commissioned in the field with adequate stability margin such that nor-
mally expected component wear, fuel quality, and environmental conditions will not cause
U.S. Department of Energy, the turbine to experience unstable combustion. Woodward Industrial Controls, in coop-
National Energy Technology Laboratory, eration with the National Energy Technology Laboratory, is developing a novel combus-
Morgantown, WV 26507 tion sensor that is integrated into the fuel nozzle such that low cost and long life are

achieved. The sensor monitors flame ionization, which is indicative efwal ratio and
most importantly flame stabilityDOI: 10.1115/1.1788686

Introduction ertheless, optical flame sensors detecting flame chemilumines-

There are a variety of methods that have been proposed to b§ nfrilasrssrt]g%v ﬁ]vgléasbt[ggi,nzr;d are used as part of the feedback

sense .combustion condition.s and optimize opgrating conditions. , alternative to optical sensing is to use flame ionization sig-
Docquier and Candéll] provide an excellent review of the sub-pai5 as an indicator of combustion conditions. Flame ionization
ject. These authors note that combustion sensing may be deygbpes can exhibit high-frequency response characteristics similar
oped for three broad areas of control: operating point contr@h optical techniques. Furthermore, flame ionization probes do not
active combustion enhancement, and active instability COntr@bquire adding line-of-sight access to the combustion region, and
Among these, operating point control is the most familiar. Fahe signal can be collected from a single wire. lonization sensors
example, the fuel flow in a gas turbine is controlled by the load seave been demonstrated in reciprocating engine applications
point, and the combustion conditions will change accordinglyi1,12, but very little information is available for applications in
with the fuel flow. The need to reduce N@missions has intro- gas turbines. Earlier papers by some of the present auth®y4
duced more sophisticated control schemes, which attempt &@bthe National Energy Technology LaboratdiyETL) demon-
maintain nearly constant combustion temperatures over the enfifeated that the flame ionization signal can be used to detect flame
engine load range. Laboratory tests have demonstrated the perfi@ghback, oscillating combustion, and potentially monitor local
mance advantages of combustion control for reducing emissidt§!—&ir ratio. _ _—
[2—4]. For complete gas turbine engines, Corbett and L{i&s In early 2002 Woodward Industrial Controls and NETL initi-

: - . d a Cooperative Research and Development Agreement
discuss the various control parameters required to produce Vf&RADA) to further develop the ionization sensor as a robust

low EMISSIonNS. The absence of a rel_lable sensor _to directly MO mbustion sensor. This paper describes the development and test-
tor conditions in the combustor requires the addition of numero of an ionization sensor applied to a fuel injector typical of
indirect sensors for flow rates, inlet humidity, etc. Pandalai a'%ﬁﬁat is used in heavy-frame gas turbines.

Mongia[6] note the importance of sensing lean blowout and com-

bustion dynamics, and discuss corrective control actions by re@iackground

e e " Th pesence of o i s s been ko for el over 3
’ . . ) gentury. Volumes of literature exist on the subject of flame ioniza-
quency pressure transducers, but again, there is no direct meaguie incuding descriptions of the mechanisms for the ion forma-
of conditions in the combustion chamber. _ tion and the electrical properties of the flame. Calddt§] and
Various authors have investigated the use of optical methodspg|kov [16] have written thorough review articles on this subject,
determine fuel—air ratio, and measure fluctuating heat releasea@ it is widely accepted that the key mechanism enabling the
fuel-air ratio that drive combustion dynamics-9]. Optical sen- flow of electrical current through hydrocarbon flames results from
sors have the advantage of avoiding direct contact with the higite chemi-ionization of the formyl radical, CHO
temperature combustion products, but are limited to sensing con- _
ditions along an available line of sight. In order to incorporate CH+0—CHO*—CHO" +e". 1)
these optical methods in potential gas turbine applications, bothThe resulting electrical properties of the flame have enabled
the pressure casing and combustion liner must be penetrated. Nsewxeral practical applications including hydrocarbon analyzers,
flame detectors, flame speed detectd @], flame stabilization
Contributed by the International Gas Turbine InstitU@T!) of THE AMERICAN  [18], and even flame tomograpi$2]. A typical flame ionization
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF sensing technique consists of at least two electrodes arranged such

ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna- H H
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Ju%hat a VOltage potentlal C.an be app|l_ed across the ﬂame’.qr a part
16-19, 2003, Paper No. 2003-GT-38470. Manuscript received by IGTI, Octob@f the flame. The electrical properties of the flame facilitate a

2002, final revision, March 2003. Associate Editor: H. R. Simmons. measurable current that is related to a parameter of interest. For
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Combustion Recent demonstrations of the CCADS technique for detecting
Bl Chamber flashback and combustion dynamics at turbine conditions are re-
Swirl Nozzle } ported in Straub et aJ14]. Due to hardware failure this prototype
Vanes CCADS failed to fully demonstrate the sensor capabilities at rep-
resentative turbine conditions. However, the feasibility of using
Isplated Flashback the CCADS technique to perform multiple sensor functions such

FFI';:: I‘EroA :Tr] E.Iectrodes _ as flame detection, flashback detection,_ and detecting co_mbu_stion
yiline Electrically !solatlng dynamics have all been demonstrated in NETL combustion rigs.
Material The capability to perform multiple functions from a single sensor
offers potential cost savings to OEM’s and operators of gas tur-
Nozzle [ bines. This coupled with potential in situ monitoring for control
Center-Body makes this flame ionization sensing technique very appealing for
commercialization. As mentioned in the introduction, NETL and
Fig. 1 Lean premix fuel nozzle with CCADS electrode on the Woodward Industrial Controls are collaboratively addressing the
fuel injector center-body research and development issues in order to commercialize the

CCADS concept for gas turbine applications.

example, a typical flame ionization detect®iD) used in a hy-
drocarbon analyzer has electrodes arranged such that a voltAggroach

potenjﬂal is applied across the entire f'.a”.‘e’ and the amount OfOne goal of the collaboration between Woodward and NETL is
electrical current flow through the flame is linearly proportional t

) %o produce a durable CCADS prototype, using fuel injector geom-
th? hyd_rtoca;ta[cr)]n concentr?tllcﬁ;l]lg]t. th £ 1l ionizati etry and materials similar to those used in heavy-frame DLN tur-
n Spité o this successiul history, the use of flame ioniza 'Oﬂines, which can withstand extensive testing to evaluate the sensor
sensing for gas turbine applications has only recently been ex:

plored. In 2000, Thornton, Richards, and Rob2g] described a %rformance at turbine conditions. The main objectives of the ini-

flame ionization sensor to detect flashback in premixed comblg%l testing reported herein are to demonstrate durability, and

. s . | h r ign for rforming thr nsor
tion systems. Subsequent testing in NETL's atmospheric comblfﬁfflcltjigi.t e prototype design for performing  three senso
tion rig indicated that this novel sensor technique could poten- '

tially serve a comprehensive in situ monitoring role as a 1. Detect the presence of a flame in the primary combustion

combustion controli.e., equivalence ratjoand diagnostidi.e., zone. This can be used at startup and during operations to
autoignition, flashback, flame location, and dynamics detection indicate incipient blowout conditions usually encountered at
sensor. The experimental resulis3] show that under certain cir- the lean flammability limit. The measured current through

cumstances the flame ionization current correlates with th& OH  the guard electrode will provide this functionality.
chemiluminescence, and the magnitude of the measured currer®. Detect the onset of combustion dynamics. This can be used
varied linearly with the operating equivalence ratio. Likewise, to perform control functions to mitigate combustion insta-
other researchers have shown that the equivalence ratio can be bilities. The measured current through theard electrode
correlated with ion concentrations for some carefully controlled  will provide this functionality.
applicationg 15,16,1. 3. Detect flashback andncipient flashback (i.e., flame

The combustion control and diagnostic sen€@CADS) tech- “flicker” into the premixing region. This can be used to
nique is based on two electrically insulated electrodes installed at perform corrective action prior to hardware failure to pre-
the end of the fuel injector’s center-body as shown in Fig. 1. The  vent costly repairs and downtime. The measured current
electrode closest to the combustion zone is calledytieed elec- through thesenseelectrode will provide this functionality.
trode, and the electrode upstream of therdis called thesense - . . .
electrode. An equal-potential positive voltage is applied to both Furthermore, the initial data will also be examined for a linear
electrodes, resulting in an electric field at the face of the fufflationship between the measured current througlgtisedelec-
injector with flux lines equivalent to the illustration in Fig. 2. Thist0de and the equivalence ratio of the combustor. Although previ-
novel arrangement of the electrodes facilitates current flow froff!S_demonstrations of the CCADS technique to measure the
the guard electrode through the flame in the combustion zone rﬁguwalence ratio at certain conditions are encouraging, a more
the combustor liner. Due to the electric field imposed by the corffiorough understanding of the physics and the effects of the gas
bination of the guard ansenseelectrodes, a significant ionization tUrbine environment on the measured current are needed. In a gas
current from thesenseelectrode is produced only when the flamdurbine environment, operating pressure, flame location, electrode

enters the premixing region of the fuel injeci@e., autoignition configuration, and combustion oscillations may all affect the rela-
and flashback tionship between equivalence ratio and the measured flame ion-

ization current. To adequately characterize this relationship, exten-
sive testing at turbine conditions with different rig geometry is
required. Therefore, adequately describing the relationship be-
A4 tween current and equivalence ratio is not within the scope of this
Swirl i effort. This will be ascertained in a much more extensive long-
Vane term development effort.
4\ Woodward's first prototype design is shown schematically in
Fig. 3. This design has several advantages over previous proto-
types tested at NETL. First, the fuel injector design has features
Guard Electrode that are similar to many production nozzles used in heavy-frame
DLN turbines. The premix gas is admitted through the swirl vanes
Insulating Non- perpendicular to air flow. The tip is recessed approximately 1 in.
Conductive upstream of the combustor dump plane, and contains flow pas-
Material (i.e.,ceramic)  sages for either air or diffusion gdsee Fig. 4 Using the entire
tip of the center body as the electrode maximizesghard elec-
Fig. 2 lllustrates the electric flux lines from the guard and trode surface area. This design enhances the ability to collect
sense electrodes charged species from the combustion region by extending the

Electrode

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 /| 43

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



COOLING SUPPLY --- AIR

SW1 RLER—\

N

' \

- T ekl ] [ PREMIX TUBE
g : = " -

SENSOR WIRES
CONNECTOR

CCADS ASSEMBLY
C

J
/1

¥ g

PREMIX SUPPLY --- GAS

Fig. 3 Schematic of Woodward prototype fuel injector with CCADS

electric field into the combustion region. The added features of tlewing through the tip. With diffusion gas flowing through the
CCADS tip are shown schematically in Fig. 5; these include th@, temperatures exceed 1300(k880°H at some operating con-
following: ditions, particularly conditions in which the bulk flow velocity is
less than 60 m/s. With cooling air flowing through the tip, the
efétmperatures remained below 1250(X790°B for all operating
conditions. For the tests described in the next section, cooling air
flows through the holes on the tip, and the center ldesigned
for brazing a thermocouple to jifis also open to maximize cool-
ing of the tip. Therefore, a significant amount of air cooling is

Smooth sensor profile to avoid creating eddy currents f?Irsed, and it is believed that this reduces the amount of current

flamg holding . measured from thguard electrode.
e Maximum guard electrode surface area to increase sensor

performance.

« Threaded CCADS tip assembly for convenient replacem
during development

Special design features to tolerate thermal growth
High-temperature electrode materials

High-temperature but replaceable insulating materials

: . . o ~_ Experimental Setup
A two-dimensional electrostatic analysis is shown in Fig. 6.

These results were calculated usingenT [21]. The electrostatic ~ Pressurized Combustor. The details of this experimental rig
model uses the conductive properties of air in the open premix@ie described elsewhe[82—24. However, for the purposes of
and combustion regions. This model does not include the effetfés paper, a brief description of the important details will be
of fluid flow and chemical reactions occurring in the combustiogiiven. A schematic of the combustion test rig is shown in Fig. 7.
region. The model is used to determine suitable center-body eldde rig, about 6 m20 ft) long, is capable of operating at pres-
trode configurations, by ensuring maximum electric field extersures as high as 10 atm with inlet air temperatures as high as 617
sion into the combustion chamber. As shown in Fig. 6, evef (650°F. The maximum air flow for this rig is about 0.68 kg/s
though the tip is recessed the flux lines extend into the combustion

chamber as desired.

The prototype fuel injector shown in Fig. 3 was previously GUARD ELECTRODE
tested with thermocouples installed inside the tip to measure o
erating temperatures, with diffusion gas, and then with cooling a SENSE E'-ECTRODE_\

™ Diffusion

Y | g
| LN

INSULATORS

Fig. 5 Schematic of CCADS tip for prototype fuel injector cen-
Fig. 4 Front view of Woodward prototype fuel injector ter body
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stream of the combustor dump plane. This area reduction serves to
close the recirculation zone in a manner that approximates realis-

Premixer tic turbine combustors. This restriction is formed by a cylindrical
ne Sround refractory insert that can be removed or replaced, if necegseey
Fig. 7). It is important to note that the combustor exhaust is not

CCADS Sense :
choked, therefore, a wide range of mass flow rates and pressures
electrode can be investigated. Furthermore, due to the overall length of the
1—  rig, a large number of acoustic modes are readily observed. In an
A } attempt to reduce the acoustic gain, a second flow restriction is
installed near a pressure node in the combustor. Although more
work is required to understand the effect of this second restriction,
for the purposes of this paper, it is mentioned merely as a modi-
fication to the existing test rig.

round
= Instrumentation. Both real-time and time-averaged data are
collected using the flame ionization sensors. For the real-time
] o data, a 15-(DC) potential is simultaneously applied to both of
19 } the electrodes. The current transmitted by the electrons/ions in the
combustor is amplified, converted to a voltage signal, and sent to
Fig. 6 2D electrostatic simulation potential gradient and flux a high-speed data collection system. The high-speed data are
lines. Flux lines are shown with arrows, potential lines solid. stored on digital DAT tapes at a 24,000 samples-per-second rate
Values from O V at gr ound to 15 V at the electrodes. using a TEAC (Model RD-135T recorder. The current signal
from each of the electrodes is recorded simultaneously along with
the combustor pressure.
(1.5 Ib/g, and the rig can operate on natural gas or liquid fuel. The dynamic combustor pressure is measured using a Kistler
Incoming air is heated using a nonvitiated air preheater. Thisodel 206 pressure transducer that is located outside the pres-
method of preheating the air allows independent control of thsire vessel. The pressure transducer is configured in an infinite
inlet-air temperature and the combustor pressure. The preheateill as described by Mahan and Karch28] to minimize acoustic
air enters a plenum region prior to flowing through the premixingeflections in the frequency range of interest. The length of im-
annulus of the Woodward prototype fuel injector. pulse line between the combustor and the pressure transducer is
Fuel is injected into the premixing annulus at the swirl vanespproximately 63.5 cni25 in.). For these test conditions, the time
perpendicular to the air flow. In addition to premixed fuel, pilotielay due to the length of the impulse tubing is approximately 1.5
fuel can be injected into the combustion chamber to provideras.
diffusion flame pilot. Since cooling air is flowing through the To collect the time-averaged data, a voltage is applied to both
diffusion tip of the center body, the pilot fuel is injected througlelectrodes and the flame ionization current is measured through
the dome of the combustor liner, or the step expansion. All of tighe electrode at a time. The DC voltage is supplied by a Xantrex
data described in this paper have been collected using the preritodel XHR-300-2 power supply. The current is measured using
arrangement, with 5% of the fuel being supplied through the piladin Agilent(Model 34401A current meter. The voltage is stepped
The test rig is designed specifically to study combustion dyrom 0 to 150 to 0 V in 10-V increments. At each voltage setting,
namics. It has no dilution cooling and very strong acoustic fee¢he measured flame current is allowed 5 s, to stabilize, then is
back. The walls of the combustion chamber are water-cooled, aageraged over 100 power line cyclds67 9. Stepping the voltage
a flow restriction is located approximately 19.8 €m8 in) down- up and back down helps capture any hysteresis effects that may
exist in the measurements.

Electrodes;
15V

Quench Spray
Nozzles

Test Results

These results have been obtained with a reduced test matrix for
initial evaluation of the prototype performance. Table 1 shows the
combustor operating conditions for the data that will be discussed
in this paper. The inlet-air temperature is constant for all condi-
tions at 577 K(580°P, and the pressure is kept constant at 506.8
kPa(58.8 psig. Other conditions have been tested as part of the
randomized test matrix with similar results as those shown for
conditions described in Table 1. It is important to note that the test
plan focused on varying the pressure, heat (&iel flow), and
equivalence ratio as independent variables. Therefore, in order to
Fig. 7 Schematic of pressurized combustion test rig vary the heat ratéuel flow) and equivalence ratio independently,

Table 1 Summary of test conditions

Test Pressure Fuel Air Equivalence Bulk nozzle
conditions [atm (psig)] [kg/s (SCFH)] [kg/s (SCFH)] ratio ¢ velocity (m/s)
A 5.0 0.016 0.466 0.59 75
(58.89 (2800 (48630
B 5.0 0.016 0.429 0.65 69
(58.89 (2800 (44680
C 5.0 0.016 0.397 0.70 64
(58.89 (2800 (41320
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Fig. 8 Time series data showing the dynamic pressure and the Fig. 9 Frequency spectrum of the dynamic pressure, sense
measured CCADS current. (A) Condition A, ¢=0.59, (B) Con- current and guard current. (A) Condition A, ¢$=0.59, (B) Con-
dition B, ¢=0.65, (C) Condition C, ¢=0.7 (see Table 1). dition B, ¢=0.65, (C) Condition C, ¢=0.7 (see Table 1).

the air flow rate had to change. This has the effect of changing the
average bulk flow velocity through the annulus of the premixer. If the senseelectrode current data in Fig. 8 is examined, the
As a result, any effects of the bulk flow velocity on current meghigher flow velocity (lean equivalence ratioconditions tend to
surements will be confounded with the equivalence ratio effectseduce the time-averageénseelectrode signal. Furthermore, sig-
Figure 8 shows the high-speed pressure and flame ionizatioificant periods of no detectable current existe Fig. 8A) and
current data with 15 V DC applied to both CCADS electrodestig. 8B)). It is believed that these higher velocifean equiva-
Data from test conditions A, B, and C are shown as Fi@\)8 lence ratig conditions prevent the flame from anchoring inside
8(B), and &C), respectively. One can see that the current methe premixer. However, the spikes observed ingbeseelectrode
sured from theguard electrode maintains a small DC offset at allcurrent indicate that theenseelectrode is collecting electrons,
test conditions. This is particularly significant since such a loand these peaks isenseelectrode current correspond with peaks
voltage(15 V DC) is used for these measurements. A higher volin the combustor pressure. Similar behavior with a different pre-
age potential on thguard electrode would increase the potentiamixer design has been observed in experimental te$fidhand
shown in Fig. 6 and produce even larger flame ionization curreint large eddy simulation§LESS [26]. Results from the LES
from the flame in the combustion zone. Therefore, one can caimulations indicate that the reaction moves into the premix re-
clude that theguard electrode could be used to indicate the pregion during combustion oscillations, and the peaks in the combus-
ence of flame in the combustion zone. tor pressure correspond with flow reversal and “flame flicker”
Combustion oscillations are observed at all test conditioradong the center body. Although it is not clear whether these tran-
shown in Fig. 8, but the frequency and amplitude of the oscillatiagient flashback events occur in all straight barrel center-body de-
changes. The power spectra for the CCADS electrodes and #igns, the CCADS concept is capable of detecting these short
pressure are shown in Fig. 9. The dominant frequency in the prelswation events that may occur in the premixer. These transient
sure signal is also present in the data collected from the eldlashback events could not be detected with a pressure transducer
trodes. Therefore, the current measurements from the CCABSthermocouple.
electrodes biased at 15 V DC are capable of detecting the freFrom the CCADS measurements one can conclude that the
guency of the combustion oscillations. Although a correlation bélame is not anchored inside the premixer during test conditions A
tween the amplitude of the electrode signal and the amplitude afid B because the current measured througtsémseelectrode
the pressure signal is not known at this time, the electrodes aaturns to approximately zero during the oscillation cycle. How-
provide additional information about the premixer region that isver, if the bulk flow velocity is further decreas¢edquivalence
not available from the pressure signal. This will be described matio is increasedas in condition C, thesenseelectrode signal
the next section. begins to show a DC offset suggesting that the flame is anchored
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25 Combustion sensing must be integrated into the engine control
system. Woodward already offers sophisticated controls for the
20 - fuel, air, and ignition systems. Our intent is to integrate ion sens-
< / ing into electronic modules already available on modern DLN
15 control systems. Our vision is that combustion feedback is inte-
] / grated with the fuel system such that mitigating action can be
g 10 + taken once combustion dynamics, flashback, or other undesirable
3 combustion conditions are detected. Some mitigating actions may
5 simply require changing the power setting to avoid difficult oper-
ating regimes, but other solutions such as pilot trim valves, vari-
able geometry nozzles, or high-frequency fuel injection valves

8.55 0.6 0.65 0.7 0.75 may offer the better solution.
Equivalence Ratio

Fig. 10 Average guard current computed from the 60 ms time Conclusions
series data shown in Fig. 8 Researchers at the National Energy Technology Laboratory
(NETL) and Woodward Industrial Controls are developing a du-
rable, low-cost, in situ monitoring technique for control and diag-
nostics of natural gas combustion systems. This technique is based
upstream of thesenseelectrode. Notice that in Fig.(8) the cur- on the flow of electrical current through a hydrocarbon flame re-
rent measured from theenseelectrode is greater than the currensulting from an applied electric field across the flame and the
from the guard electrode when the pressure cycle is near a minftame ionization reactions. This CCADS technique uses two elec-
mum. It is important to note that the potential gradigre., all of trically isolated electrodes on the premixing fuel injector center
the contour lines converge to the upstream corner ofsémese body, near the tip and the combustion flame anchor. Previous in-
electrode(see Fig. 6] upstream of thesenseelectrode is much vestigations at NETL have demonstrated the CCADS technique to
higher along the center body than the gradient surrounding tbetect flashback, the presence of the combustion flame, and to
guard electrode. Therefore, theenseelectrode should be more indicate the frequency of dynamic pressure of the combustion
sensitive to charge carriers that are upstream of the electrodes thadillations.
the guard electrode. Similarly, thguard electrode is more sensi- Woodward has designed a prototype fuel injector with the sen-
tive to charge carriers located downstream of the electrodear electrodes on the center body. The initial evaluation of the
Therefore, the amount of current from teenseto the upstream prototype shows that the CCADS can potentially be used for mul-
center-body surface is more than the current observed through tipte sensor functions. The data presented here show that the
guard electrode. CCADS technique can be used to detect flashback, detect the
The data in Fig. 10 shows the time-averaggehrd current, presence of flame in the combustion zone, and detect the presence
calculated using the current signals shown in Fig. 8, and plotted efsdynamics pressure oscillations during operations. In addition,
a function of the equivalence ratio. This data show a linear relthie CCADS technique can potentially provide a signal relative to
tionship between the average current and the inlet or bulk equithe operating equivalence ratio of the combustion system. How-
lence ratio of the combustion system. Due to the limited amouater, a more comprehensive evaluation of this measurement rela-
of available data more testing is needed to ascertain the relatitionship, and an improved understanding of the physics are
ship for this configuration. Furthermore, this test plan called fareeded to fully develop this capability.
separating the effects of fuel flotheat rat¢ from the equivalence
ratio, instead of separating the bulk flow from the equivalence
ratio effect. Both the bulk flow and the equivalence ratio wilAcknowledgments

effect the ion density and the_refore_effect the_ measured currenp—,—he authors wish to gratefully acknowledge the technical sup-
These effects were observed in previous experiments conducte%gpt of personnel from Woodward, Mr. Patrick Riley and Mr. Dan

NETL's atmospheric combustion r[d3]. Therefore, more work is g\ ,rke. and from NETL. Dr. Ben Chorpening, Mr. Mark Tucker,
required to understand and establish the relationship between ¢ pmr. Mike Dera. '

CCADS measurements and the equivalence ratio of the combus-

tion system.
References
[1] Docquier, N., and Candel, S., 2002, “Combustion Control and Sensors: a
Next Steps Review,” Prog. Energy Combust. Sc28, pp. 107-150.

. . . . . [2] Fric, T. F., Correa, S. M., and Bigelow, E. C., 1994, “Fuel Trim Control for
It is now clear that with the proper design of ion sensing elec-  Multi-Burner Combustors Based on Emissions Samplingrdceedings of
trodes much information about flame location and condition can élSlME COGEN-TURBO 199ASME, New York, NY IGTI-Vol. 9, pp. 503—
be ascertained. OUI‘_ e.Xpe”mentaI work .WIH be Combmed with [3] st. john, D., and Samuelson, G. S., 1994, “Active Optimal Control of a Model
FEA and C'_:D to _optlmlze the sensor d_eS'_gn for a particular COM- |ndustrial Natural Gas Fired BurnerProceedings of the Twenty-Fifth Inter-
bustor configuration. Furthermore, achieving adequate sensor life national Symposium on Combustjamlitors, The Combustion Institute, Pitts-
. nhg . : .
will require close attention to material properties for the elec- il ?ur?(h, PAMp% 307d—i16- | A K. 1999 “Active Control of Combustion f
H R H : ackson, M. D., an grawal, A. K., s ctive Control or Combustion tor
trodes, .dleleCtl’.IC |ns.ulators, and ele.Ctrlcal annecnons' Ou.r. nex Optimal Performance,” ASME J. Eng. Gas Turbines Poved, pp. 437—-443.
generation design will evaluate new ideas to improve durability alis] corbett, N. C., and Lines, N. P., 1994, “Control Requirements for the RB 211
an acceptable component cost. Low-Emission Combustion System,” ASME J. Eng. Gas Turbines Poll,
. p . p . . .
The ion signal depends upon obtaining a low-impedance patlEa] gp- 32|7—,5§3-P 4 Monaia. H. C. 1998, “Combustion Instability Charact
H . H andalal, R. P., an ongia, A. C. , ombustion Instapility aracter-
from t.he electrode, throth the flame ion field, and U|tlmatE|y to istics of Industrial Engine Dry Low Emission Combustion Systems,” AIAA
electrical ground. Modern combustors have thermal barrier coat-  paper No. 98-3379.
ings covering much of the surface area of the hot section. Thesg] Scott, D. A., King, G. B., and Laurendeau, N. M., 2002, “Chemiluminescence-
coatings have electrical properties that vary with temperature, and Based Feedback Control of Equivalence Ratio for a Continuous Combustor,”
; ; it ; J. Propul. Powerl8(2), pp. 376—382.
some_ TBC deSIQn.S r_nay interfere Wl.th |on_5|gnal Strength' TheﬁB] Sandrowitz, A., Cooke, J. M., and Glumac, N. G., 1998, “Flame Emission
electrical charapterlstlcs of these coatings will also be evaluated i Spectroscopy for Equivalence Ratio Monitoring,” Appl. SpectroSe(s), pp.
NETL laboratories. 285-289.

Journal of Engineering for Gas Turbines and Power JANUARY 2005, Vol. 127 | 47

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[9] Lee, J. G., Kim, K., and Santavicca, D. A., 2000, “Measurement of Equiva-[17] Calcote, H. F., 1949, “lonization Flame Detectors,” Rev. Sci. Instri2f, pp.
lence Ratio Fluctuation and Its Effect on Heat Release During Unstable Com-  349-352.
bustion,” Proceedings of the Twenty-Eighth International Symposium on Comf18] Calcote, H. F., and Berman, C. H., 1989, “Increased Methane-Air Stability
bustion The Combustion Institute, Pittsburgh, PA, pp. 415-421. Limits by a DC Electric Field,”"Proceeding of the ASME Fossil Fuels Com-
[10] Brown, D. M., Downey, E., Kretchmer, J., Michon, G., Shu, E., and Schneider, bustion SymposiunASME, New York, NY, Vol. 25, pp. 25-31.
D., 1998, “SiC Flame Sensor for Gas Turbine Control Systems,” Solid Statg19] Cheng, W. K., Summers, T., and Collings, N., 1998, “The Fast-Response

Electronics 42, pp. 755—-760. Flame lonization Detector,” Prog. Energy Combust. S24, pp. 89—124.

[11] Eriksson, L., and Nielsen, L., 1997, “lonization Current Interpretation for [20] Thornton, J. D., Richards, G. A., and Robey, E., 2000, “Detecting Flashback in
Ignition Control in Internal Combustion Engines,” Control Engineering Prac- Premix Combustion Systems,” presented at the American Flame Research
tice, 5, pp. 1107-1113. Committee International Symposium, Newport Beach, California, September

[12] Waterfall, Roger C., He, Ruhua, and Beck, Christopher M., 1997, “Visualizing 17-21.

Combustion Using Electrical Impedance Tomography,” Chem. Eng. 52i., [21] Fluent Inc. 2001Fluent 6.0 User’s GuideLebanon, NH.

pp. 2129-2138. [22] Straub, D. L., and Richards, G. A. 1999, “Effect of Axial Swirl-vane Location
[13] Thornton, J. D., Straub, D. L., Richards, G. A., Nutter, R. S., and Robey, E., On Combustion Dynamics,” ASME Paper 99-GT-109.

2001, “An In-Situ Monitoring Technique for Control and Diagnostics of Natu- [23] Mansour, A., Benjamin, M., Straub, D. L., and Richards, G. A., 2000, “Ap-

ral Gas Combustion Systemstoceedings of the Second Joint Meeting of the plication of Macrolamination Technology to Lean Premix Combustion,”
U.S. Sections of the Combustion InstituTdie Combustion Institute, Pitts- ASME J. Eng. Gas Turbines Powé23 pp. 796—-802.
burgh, PA. [24] Straub, D. L., Richards, G. A., Baumann, W. T., and Saunders, W. R., 2001,

[14] Straub, D. L., Thornton, J. T., Chorpening, B. T., and Richards, G. A., 2002, “Measurement of Dynamic Flame Response In A Lean Premixed Single-Can
“In-Situ Flame lonization Measurements In Lean Premixed Natural Gas Com- Combustor,” ASME 2001-GT-0038.

bustion Systems,Proceedings of the Western States Section of the Combug25] Mahan, J. R., and Karchmer, A. 1991, “Combustion Core Noigefoacous-

tion Institute Spring Technical Meetinghe Combustion Institute, Pittsburgh, tics of Flight Vehicles: Theory and Practice, Volume 1: Noise Sources, NASA
PA. Reference Publication 1258Harvey H. Hubbard, ed., NASA Langley Re-
[15] Calcote, H. F., 1957, “Mechanism for the Formation of lons in Flames,” search Center, Chap. 9.
Combust. Flamel, pp. 385-403. [26] Cannon, S. M., Adumitroaie, V., and Smith, C. E., 2001, “3D LES Modeling
[16] Fialkov, A. B., 1997, “Investigations on lons in Flames,” Prog. Energy Com- of Combustion Dynamics in Lean Premixed Combustors,” ASME Paper 2001-
bust. Sci.,23, pp. 399-528. GT-0375.
48 / Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.98. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Comparison of Linear and
e kamboukos | NONIiN€Qr Gas Turbine
wanssst - Parformance Diagnostics

K. Mathioudakis

Associate Professor The features of linear performance diagnostic methods are discussed, in comparison to
methods based on full nonlinear calculation of performance deviations, for the purpose of
Laporatory of Thermgl Tur.bomachines, condition monitoring and diagnostics. First, the theoretical background of linear methods
National Technical University of Athens, is reviewed to establish a relationship to the principles used by nonlinear methods. Then
P.0. Box 64069, computational procedures are discussed and compared. The effectiveness of determining
Athens 15710, Greece component performance deviations by the two types of approaches is examined, on dif-

ferent types of diagnostic situations. A way of establishing criteria to define whether
nonlinear methods have to be employed is presented. An overall assessment of merits or
weaknesses of the two types of methods is attempted, based on the results presented in the
paper.[DOI: 10.1115/1.1788688

Introduction rithms, has been employed by Zedda and SigghGronsted{8]

has investigated the exploitation of information from individual

M.ethOdS for d'agf.‘os'”g faults in th_e components of gas turb|r6 erating points to assess engine state using a genetic algorithm as
engines have been in use for a long time now. The basic idea of optimizer. Grodent and Navé@] have used a statistical ap-
existing methods is that the deviation in values of characterisgg:

P d ined f oach, with an objective function which is a combination of a
component performance parameters are determined from Mggaratic and a modulus function. Composite objective functions,

surement data. Measurements are c_ompared to b_asellne val rporating sum of squares and absolute values were proposed
namely, values from an engine considered to be in a new agd \jathioudakis, Kamboukos, and Stam4ds]. Finally, combi-
clean condition. The probller.n of determining parameter deV'at'Oﬁﬁtorial approaches, solving a number of possible combinations of
from measurement deviations and the assessment of engi@ameters and variables, and then selecting the most appropriate
cont()illtlon based on these estimations is termed as the diagnosifutions, were proposed by Aretakis, Mathioudakis, and Stamatis
problem. [11].

A variety of techniques have been proposed by different au- Although such a wide variety of nonlinear techniques has be-
thors, for solving the diagnostic problem. The first techniques theéme available, a systematic comparison of their effectiveness
have been proposdtirban[1]) were based on the formulation of with respect to linear methods cannot be found in the literature.
a linear system of equations, interrelating measurement and pesults from particular cases have been presented by Escher and
rameter deviations. It results from the requirement that predict8ihgh[6] and Ogaji and Singh12], for their particular formula-
values of performance variables should be as closely as possiiid@s, to show the expected feature that their nonlinear method is
to corresponding measurements. The system is linear, becausesuigserior to a linear one.
set up by assuming small deviations of parameters, allowing theWith the linear methods having the obvious advantage of sim-
elimination of higher-order terms. This basic formulation haplicity, a question that can be posed is whether the superiority of
proven to be successful for practical purposes and forms the basislinear methods is substantial enough to justify the additional
for most of the commercial systems available from the major jepmplexity. This is the main question that is addressed in the
engine manufacturers todaypoel [2], Urban and Volponi[3], present paper. The degree of accuracy of the two types of methods
Barwell [4]). is assessed, and the conditions under which the one or the other

In the meantime, nonlinear methods have been proposed. Thay present advantages are investigated. Although the investiga-
nonlinearity consists in the fact that measured variables are intéign is based on a particular engine type, the method of study is
related to parameters not through simplified linear relations, b@igneral enough so that information can be provided to the engine
through a fully nonlinear thermodynamic model. Formulation ofiagnostician as to the kind of methods that would be expected to
the diagnostic problem is still based on the principle of minimiZe most appropriate for a particular diagnostic problem in hand.
ing difference of predictions from measurements. The minimiza-
tion problem is formulated using various expressions, while vari-
ous approaches are also used for its solution. Linear and Nonlinear Methods

An objective function of the sum-of-squares type, minimized The purpose of a diagnostic method is to assess the engine
through conventional numerical algorithms, was employed bé’ purp 9 9

. . . P ' ondition when a set of measured quantities from the engine is
Stamatis, Mathioudakis, and Papailigsl, in one of the first non vailable. Condition assessment is performed by estimation of the

lrlr?aet?i;mvfé?g (Lsmtolgee%robpo?zesdc.hilrjc;:ﬁjsg\{%pdtit?cs)r(r);lir;é]zco &lth parameters of engine components. The estimation is con-
ploy y ’ sidered successful when quantities measured on the engine are

nonlinear solver, consisting of successive applications of a "n%rproduced in the best possible way, by an engine performance
one. Sum of absolute values, minimized through genetic algﬁfodel incorporating the health param’eters

_— ) _ ) The engine can be represented though a functional relation be-
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A computerized engine model materializes such a relationshiphereH=[a;;] is the system matrixz=[AY9"e" is the vector of
For a given operating point, E¢l) can be simplified to knowns,R=[ 2] is the matrix containing the weight coefficients
Y =F(f). @) for measurement terms aMI=[C2/(r?j] is the matrix of a priori

. ) . .expected values for health-parameter estimation errors.
Health parameters for diagnostic purposes are derived by mini-The particular aspects of linear and nonlinear diagnostic meth-
mizing a cost function, usually represented by a relationship of th@is are now going to be examined using as test case an engine
following form: representative of a contemporary civil turbofan. The computer
2 model that will be employed for simulating the performance of

M yoiven_ Y_calc(f) 2 N f.—f0 . . ; i
OF=C 2 i i icC 2 i this engine has been presented by Stamatis ¢14]. The engine
el gy_yifef 2j:1 gfvf? layout, the measurements, and the health parameters considered
' ! are given in Appendix B.
N of 0
i - . .
+Cs, fé . (3) Measurement Predictions From Nonlinear and Linear
o Models

The first sum is used to satisfy the condition that model predic- The fundamental reason that the linear model, as expressed by
tion will be as close as possible to measured quantities. The sng_ (7), does not provide accurate solutions idrlies in the fact
sequent two terms express the empirical fact that health indigggt it holds only approximately. MeasuremeXis evaluated by
are not expected to deviate significantly fragkmown) reference Egq. (7) differ from the actual ones by the magnitude of the higher-
values. The relative importance of the different terms is expressggier terms, neglected in the linear approximatiah) of Appen-
through the weight factor€. Inclusion of these factors gives thegix A. It is thus useful to examine the amount of this difference
possibility to adapt the objective function to the type of problerfyr health-parameter deviation magnitudes encountered in usual
solved. For example, if the number of available measuremdntsigy|t situations.
is |argel’ than the numbed of unknown health pal’ameters, then An examp|e of a measurement evaluated by a linear and a
the valuesC,;=1 and C,=C3=0, can be used since the firsthonlinear model is shown in Fig. AT, variations for changes in
group of terms is sufficient for obtaining a unique solution. Morgne low-pressure turbine flow capacity betweef% and 5% are
information about the significance of the different terms can k&mpared for linear and nonlinear models. It is apparent that for
found in Ref.[10]. This generalized expression embeds differeffow capacity changes larger than 2%, the deviation between the
objective functions that have been employed by various diagnosgjgo A’s is substantial.
methods(for example, methods employing only sums of squares, The difference between linear and nonlinear predictions is not
only sums of absolute values, or bpt the following, linear and the same for all health parameters. In order to examine how close
nonlinear methods comparison will be effected for cost functiong |inear a particular measuremetis, the difference between

using only sums of squares. This formulation is chosen as it is tfigear and nonlinear values is used. This quantity is defined as
basis for the main linear gas path analysis techniques that are in _
S(AY) =AY\ =AY} (10)

use today, e.g., DoglL3]. ij

Taking C,;=1 andC3=0 and using deltas, E43) becomes  jere index denotes the considered measurement and inttex
2 deviated health parameter.

The sensitivity of this quantity ta’s of different health param-

eters, for the exhaust gas temperature used as an example above,

(4) can be assessed from the results of Fig. 2. It is shown that for
several health parametees.g., SE12, A8IMP, SW12, SW41lin-
ear and nonlinead’s are very close to each other, while a strong
nonlinear dependence is shown for others, the most pronounced
being SE26 and SE41.

Inspection of such results suggests that a first indicator can be
established as to how strong the nonlinear impact of a particular
parameter on measuremeXis is. A nonlinearity Indicator NLI of
a health parametd, is introduced as

M

OF=,
i=1

i N
A Yig|ven_ A Yf:alc( f )

O-Yi

(Af;—AfD)

Ot

2
:| +Cz
i

=1 i

where

given__ y,ref
i Yi

Yicalc(f) _ Yiref

INGRUE

S AP )

AfO=L ] 6)

(usually f° is taken to be equal t6'®f).

Calculated values in this expression come from an engine
model. As shown in Appendix A, the general non-linear model can
be reduced to a linear one, when parameter deviations are small,
resulting into an expression of the form

M
N|_|J:$E S(AY)H2, (11)
i=1

N

AYSER= AT, @)
=1

~O-Nonlinear

~— Linear

For a priori estimates of the health indices for those of a healthy
engine °=f"*"), Eq. (4) becomes

M i N
AYglven_EN: ai:Af 2 C 2
OF:E i j=1%ij27j +E \/—2Afj ®
i=1 Ty, =1 o
Minimization of this expression is a least-squares problem and 2 _
the vectorAf that minimizes this expression is given by the fa- 5 4 3 2 41 0 1 2 3 4 5
miliar matrix relation: ASW49 (%)

Af=[M 1+HT-R"LH] L. HT-R 1.z 9)
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Fig. 1 Measurement deviation by linear and nonlinear model
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—e— Sw41
- - SE49

—0—SE12
—e— SW26
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Linear and Nonlinear Parameter Estimation

The effect of the difference between linear and nonlinear mea-
surement\’s on parameter estimation will now be examined. The
method used for nonlinear parameter estimation is adaptive mod-

eling, introduced by Stamatis et §,17]. Measurement data have
been generated by simulating changes of individual fault param-
eters. They were then provided as an input for the methods used to
perform the estimations. The results shown below are for a 2%
change in each parameter. A square diagnostic problem is consid-
ered at this stagéequal number of measurements and param-
eterg, andC, is taken to be zero in Ed8). This initial choice is
dictated by the fact that the result of the primary mechanism of
parameter—measurement interrelation is to be explored, before ex-
amining other techniques that make use of additional information.

Three types of behavior have been observed, as shown from the
representative results of Fig. 5. First, the nonlinear method pro-
duces an accurate estimation of the parameter deviations that have
caused the measurements it was presented. For the linear
method on the other hand, we have three types of behavior:
Health parameters with larger values of NLI, are prone to nonlin- ,
ear behavior and for this reason special care must be applied when
estimating them. The nonlinearity indicator for all health param-
eters of the engine considered here is given in Fig. 3. As expected
NLI is larger for larger health-parametdrs. On the other hand,
this quantity indicates that some health indices are quite linear in
behavior while others are not. SE26 and SE41 have the maximum
nonlinearity. SW12 exhibits nonlinearity in a global sense, while
its effect onTg was rather linear. For ease of interpretation, in-
stances of this diagram may be presented separately, as for ex-
ample shown in Fig. 4.

A last comment on the previous results is that NLI is zero for
all health parameters for1% change of each health parameter.
The reason is that Jacobian matrix elements in the present case are
evaluated by a-1% change of parameters and thus the predic-
tions of both approaches for measurement changes coincide. Ifror every individual deviating parameter, the deviation of the
the Discussion section some particular aspects of the Jacobliaear value from the actual one increases with fault severity, as
matrix elements evaluation will be discussed. shown for example in Fig. 6 for SW12.

It is observed that these results are in agreement with the indi-
cations of the NLI chart, Fig. 3. The very small value for SE12

S(AT6) %

5 4 3 2 14 0 1 2 3 4 5
Percentage change of heaith parameter

Fig. 2 Difference of the predictions of nonlinear and linear
models

Some parameters are estimated with sufficient accuracy. An
example of such a parameter is fan efficiency parameter,
SE12, as shown in Fig.(8).

¢ Other parameters are also estimated accurately, but additional
spurious information is generatdgvould result in a false
alarm. A high-pressure turbin€HPT) efficiency fault is cor-
rectly estimated, but at the same time a significant spurious
deviation of the high-pressure compresddéPC) flow capac-

ity is also indicated, with smaller deviations spread over other
health parameters to@ig. 5(b)).

« Finally, some other parameters are estimated with a large de-
viation, while at the same time a false alarm on other param-
eters is generated. Fan flow capacity is an example of such a
parameter, as shown in Fig(c}.

0.3
0.25 —0— SE12 —a—- SW2
" —e—SW26 —O— SE26 0.5
0.2 —o— SE41 -0 - SW49 o :
“ —x¥— ABIMP
~ 3 0.
3 g
Z 0.15
& 4.
0.1
-2.5
0.05
o {
5 4 3 2 414 0 1 2 3 4 5 -
Percentage change of health parameter §
Fig. 3 Nonlinearity indicator for different health parameters &
0.03
0.02 ~
NLI &
o 1 3 )
0.01 ; = : y 3 : !
BN FEENES B B b SW12 SE12 SW2 SE2 SW26 SE26 SW41 SE41 SWd9 SE49 ASIMP
"7 SW12 SE12 SW2 SE2 SW26 SE26 SW41 SE41 SW49 SE49 ABIMP ©)

Fig. 4 NLI for —2% deviation of health parameters Fig. 5 Methods comparison for various fault situations
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0 produced, without knowing, however, if they express inaccuracy
- of the actual parameter or false values attributed to the remaining
2 ones.
<3 A way to reveal this behavior in a compact form is though the
S 4 diagnostic response matrix, introduced by Mathioudakis, Kam-
T ! boukos, and Stamatil0]. This matrix is constituted from the
-—NonLinear . . .
%} - Linear : results of a linear estimation, when measurement data are pro-
Tt » duced by disturbing each individual health parameter by 2%. The
3 . 1 1 1 — matrix for the present test case is shown in Table 1. It is reminded
5 4 3 2 4 0 here that rows show the possibility of the method to identify iso-
Deviation magnitude of examined heaith parameter lated changes, while columns show how estimation of a particular
) ) ) ) ) . parameter is influenced by deviations on other parameters. This
ggit?evéllnear and nonlinear estimates of SW12 in function of matrix embeds the information illustrated in Fig. 5, covering the
entire set of health indices employed.

actually indicates that this parameter assumes a linear behaviorgag|t Detection and Deterioration Tracking
verified in Fig. %a). The large values for SW41 and SW12 also . . : . )
reflect the observations of Figs(th and 5c). Of course the NLI Individual parameter estimation discussed in the preceding sec-
does not distinguish between the latter two types of behavior. tion covers the cases of faults that are manifested as individual

A measure of the effectiveness of linear estimation for eadfprameter changes. Many cases of faults, however, include simul-

health parameter can be given through the Eucleidian distance/@€0Us changes on several parameters. Faults in a component
solution vectors from the actual ones: usually imply change of both the component health indices. For

such situations, the detection capabilities of a linear method will
1 N result from the combination of the effects on individual param-
EUD:N . [AfJNL—AfJ-L]z. (12) eters discussed above. For illustration purposes a test case of
=1 faults reported to be realistic has been chosen, taken from Ganguli
N is the number of estimated parametérs in the example con- [15]. The results of estimation with linear and nonlinear method
sidered here Results for the 2% deviations are shown in Fig. 7. &re shown in Table 2. Here too, small differences are observed for

small value indicates that the actual solution is very closely aparameters with small NLI and larger ones for those with larger

proximated, while a large value indicates that inaccuracies dMl- As a general remark, the faults are rather successfully iden-
tified, but the health index deviation estimation is not always that

accurate.
Another type of situation with practical interest is the case of
overall deterioration. The specific features of the diagnostic prob-

014y oo S e A e e e e lem for this case and a nonlinear method for deterioration tracking
- : R , = ; » , was presented by Mathioudakis, Kamboukos, and StarfiHiis
M : ‘ j Their formulation estimated 11 parameters from 7 available mea-
0.1 ; oeeend - fromes surements. When a linear model is used to support such methods,
: : with all other specific features retained, the accuracy may deterio-
0.08 . Sl
: : : rate as a result of the approximate estimations of health param-
0.06 O SEEt SERTE T ST : - eters at the successive estimation steps.
‘ An example of such an effect is demonstrated in Fig. 8. The
0.04}- \ result from the method of Ref10] implemented with a linear
0.02 : ‘ : , : model is compared to the nonlinear one originally employed. The
) _ ﬂ - 3 |—| o formulation of the original method is retained, apart from the fact

that model estimations are produced through an equation of the
form of Eq.(7) and not a fully nonlinear engine model. The much
poorer performance of the method when supported by the linear

SW12 SE12 SW2 SE2 SW26 SEéG SW41 SE41 SW49 SE49 A8IMP

Fig. 7 Euclidian distance of linear estimations from nonlinear model is observed. Overall effectiveness is assessed in Fig. 9, by
for faults with 2% deviations presenting the results at the final point of the deterioration sce-
nario considered. The overall picture is that most of the estimated
Table 1 Diagnostic response matrix for linear parameter esti- parameters by the linear method exhibit a significant distance
mations from the nonlinear estimations, which are very close to the actual
- values. A remarkable feature of this formulation is that differences
Disturbed Estimated Values in estimations occur not only for nonlinearly behaved parameters
Parameter | sw12 | sE12| Sw2| sE2| swas [ SE26] swat [ se41 | swas [ se4s] asivp but also for parameters that do not exhibit interrelation with others
swi2 | 2810810102 05 02! 0 ] 0! 0 |0 0 according to the diagnostic response matrix for_ thx 11 p_rob- _
se12 | 0 12000 070 o T o T o T o T 0T o lem. This shows that for the present formulation the linearity-
induced inaccuracies may influence all the parameters, a fact that
sw2 | ol 0 l-21{02] 0 {0, 0 0] 0 01} O . " PRSI S ©
SE2 T T T Tasl o T T T can be attributed to the additional constraints implicitly imposed
ot 018,09 by the particular diagnostic algorithm.
Sweo |0 /0040210 010/ 0 010 It is interesting here to compare the previous results to estima-
SE%6 | 0 10 ;01/01/05 24/ 0 {0 0101 0 tions of a Kalman filter. An off-the-shelf routine was employed
SWat | 0 0 ;003 0 ] 021,01 0] 01l 0 [16]. The observation equation used is the linear system equation
SE41 0 | 0 (01102012 {-041 0 | 201 0 1 0 0 (7), while the unity matrix was used as a state extrapolation matrix
swas | 0 | 0 104101100 1031 0 7o T20T 0 T % (formulation similar to the one presented in R&f]). The estima-
se2e |0 o olol o 0T o T o T o 1217 o tion results for the final point of the scenario examined above are
e o o o o T o T o T o o T o T o Toe also shown in Fig. 9. This way of application gives much poorer
- - = results than the nonlinear method.
52 / Vol. 127, JANUARY 2005 Transactions of the ASME
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Table 2 Results of diagnostic methods for a typical set of faults [15]

Fault SW12|SE12| SW2 | SE2 [SW26|SE26 | SW41|SE41 | SW49 | SE49|ASIMP
Actual Fault| -2.50 | -2.00
FAN | NonLinear | -2.50 | -2.00
Linear -2.45 |-1.93{-0.03{-0.04| -0.04 | 0.00 | 0.00 | 0.00 | -0.01 | 0.00 | -0.01
Actual Fault -2.20}-2.00
LPC | NonLinear -2.20|-2.00
Linear 0.00 { 0.00 |-2.22|-1.89( -0.06 |-0.01} -0.01 | 0.00 | -0.01 | -0.01| -0.01
Actual Fault -1.60 | -2.00
HPC | NonLinear -1.60 {-2.00
Linear -0.01 | 0.00 (-0.05/-0.10{ -1.97 |-1.87( -0.01 | 0.00 | -0.01 [-0.02| -0.01
Actual Fault 1.50 [ -2.00
HPT | NonLinear 1.50 |-2.00
Linear -0.03 | 0.01 |-0.19(-0.25| 0.11 |-0.07| 1.38 |-2.05| -0.03 {-0.08 | -0.04
Actual Fault 3.30 |-2.00
LPT | NonLinear 3.30 |-2.00
Linear -0.02 | -0.04 (-0.26|-0.60| 0.80 |-0.45| 0.00 | 0.01 | 3.18 (-2.19{ 0.03

Discussion estimation of a low-pressure turbiflePT) flow capacity increase,

ing different discretization schemes, are shown. For a step of
the forward(right) differences give a good estimate. If a

uction in flow capacity was considered, however, then the

The observations made and conclusions drawn from the resdli
presented previously can be related to some particular aspects 0

. . . .. I
the _problem studle_d: The first such a_spect is the_a way of der'v'rt‘%ckward scheme would be the most accurate one. A much
the influence coefficients for formulation of the linear model.

; : . . eaker sensitivity to the scheme is observed when a much smaller
Numerical evaluation of the Jacobian matrix elements | Y

through a numerical approximation of the partial derivati(eg. Step for the dls_cretlzatlon_ls employed, as shown in Fig. 12.
. ) . .. The formulations examined so far were the square problem of
(16)). They can be evaluated using left, right, or central flnlt(_?[

differences and different steps. The resulting linear model will b L pa;ametﬂs determined frorprhll measg_rement_s and Z (pj)arahm-
different for each case, as shown in Fig. 10. Although the overglcr> from measurements. There are diagnostic methods that
’ L %mploy a series of reduced square problems for diagnosis

comparison to the nonlinear model is similar for the differe . : . ‘
cases, the deviations will be of different magnitude in differe (\retakls, Mathioudakis, and Stamafikl] and Gronsteadg)). It

ranges of values for the different models. For example, for neg\%—thus interesting to examine how such situations are influenced

tive deviations the linear model with left differences is closer t0 hen I|n_ear me_thods are used. .
. . X ) The diagnostic responses matrix for &7 square problem for
the nonlinear model, but it deviates more for positive values. Trg)e

accuracy of estimation will thus depend on the particular fault ang'" €ngine testhpbe_ls_e IS shcl)_wn n bTarEJIe_B. Itis %bserved _tha:] the
the discretization scheme for partial derivatives. An idea for ﬂ%qrharél_?rters exi |t|rr]19 non |nea(1jr |e aVIEI).rh a:je_ﬁ ere agalg t OSS
impact of such inaccuracies can be given from the difference th"?:’\'tt ifferences In the estimated values. The differences observe

. » . are larger than those for the X11 problem in Table 1. Examina-
would be caused with critical operation parameters. AS an Slan of different possible combinations of parameters for a given
ample, the turbine inlet temperature for a given thrust demands({t of measurerrl?ents has shown that diffeprences are onl egncoun-
takeoff was calculated for different values &(SE4J. The situ- d for th h hibi i behavi y
ation at the left end of the axis of Fig. 10 is considered. For teref orr]t € p_ara_lmegerst at exhi |Lnon |nez?_r c awgr. i
AT6=2.4%, ASE41 ranges from-3% (linear estimation, right Ahu:jt er prc])mt in the compafrlson_ et\lfveen Inéar an non-lne?r
difference$ to —2.3% (nonlineaj. The corresponding difference methods Is the assessment of two Implementation aspects: calcu-
. L ' Rl lation requirements and interaction with other engine systems.
in turbine inlet temperature is 9.3 K. C - . ; o )

. - oo . . oncerning calculation requirements, it is expected that the lin-

The discretization step for derivative evaluation also influences ; .
€ar methods will possess an advantage, since they need much less

the accuracy of linear methods. In Fig. 11 the results from tkE:%mputational resources and have a much quicker execution time.

B,
0.5 1.5 : : : !
1 @ Actual values
by [ Y sppupupepe Spup § By S R et il
& @ Non-Linear
5: 0 O Linear
S 05| mKamanFiter R
0.5 - ; i ; i
g 0 HNEN N E
1 g HNEFENE
) SSIENEPEI BN HT Y
— i 1M 7 AN W
15 Actual trend 4 , 2 . EE _ ________________________
o Non-Linear N’ N
A5 B R L /R | Hia
-2 x Linear :
) O [ O A S e Rty o | e
-2.5 ‘ ; Lo ’ ; o ,
400 Points 28 SW12 SEf2 SW2 SE2 SW26 SE26 SW41 SE41 SW49 SE49 ASIMP
Fig. 8 Deterioration tracking for parameter SW26 using 400 Fig. 9 Health parameters at the final point of deterioration sce-
operating points nario
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Fig. 10 Linear versus nonlinear model for different ways of
derivative calculations

A comparative study of different methods computational chara
teristics is given in Refs[17,18. However, the present authors
assess that slower execution times should not be considered
significant disadvantage today, because current computing ¢
bilities allow very fast execution times of nonlinear models,

they can be used even for real-time implementation.

] A‘ctual'Fault i

@ Left Diff. step 1%
O Central Diff. step 1%
S Right Diff. step 1%

..................................................................

- SW12 SE12 SW2 SE2 SW26 SE26 SW41 SE41 SW49 SE49 ASMP

Fig. 11 Linear diagnoses with different ways of discretization
for Jacobian matrix elements. Step: 1%.
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Fig. 12 L

SW12 SE12 SW2 SE2 SW26 SE26 SW41 SE41 SWA9 SE49 ABIMP

inear diagnoses with different ways of discretization

for Jacobian matrix elements. Step: 0.1%.

Table 3 Diagnostic response matrix for linear parameter esti-
mation. 7 X7 diagnostic problem.

Disturbed

Estimated Values

Parameter[SW12] SE12] SE2 [SE26] SE41 [SW4s[ASIMP

SW12

SE1

2

SE

SE26___|
SEAT__
SWA49
ABIMP
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A second matter related to implementation is the impact of
inaccuracies in health parameters deviations on the values of per-
formance related quantities. For example, the engine controller
will exploit the information of a engine performance model for
tuning the controlling procedure, as discussed by Turevskiy et al.
[19] and Lietzau and Kreindr20]. A critical parameter for such
application is the turbine inlet temperatyfT). TIT values pro-
duced by a model using health indices estimated by a linear
model, for measurements from an engine with 2% drop on effi-
ciency of HPT, are compared to the actual values and the values of
the healthy engine. The results for given thrust demand are as
follows:

» Healthy engine, 1488.7 K

» Faulty engine, 1508.3 K

» Estimation based on nonlinear method, 1508.3 K
* Estimation based on linear method, 1516.8 K

While the nonlinear method accurately predicts the resulting
change on TIT, the deviation for the linear model is significantly
different. A difference of about 8 deg is observed, which can be
Eonsidered as significant, given that the difference of faulty from
healthy operation is 20 deg.

as & a final comment, it should be mentioned that the findings of

2&?@' above analysis have been based on a particular type of engine
that can be considered as one of the relatively more complex
layouts in existence today. If another engine is to be analyzed, the
steps and parameters defined above can be employed. For ex-
ample, a single-spool, twin-shaft industrial gas turbine has been
analyzed. It was found that nonlinearities are less pronounced in
this case and inaccuracies become significant for larger fault sizes,
in comparison to those of the test case examined above.

Conclusions

A comparison of linear and nonlinear diagnostic methods has
been presented. The expected tendency for reduced accuracy of
linear methods has been verified, but it was shown that the influ-
ence on accuracy is different for different health parameters. Some
parameters were found to change with rates close to linear, and
their estimation by linear methods was found to be very accurate.
The difference is more substantial for those that change with a
more pronounced nonlinearity.

Estimated parameters were found to be influenced to a larger or
lesser degree and the influence is different for different types of
diagnostic problem formulation. For square diagnostic problems,
the diagnostic response matrix was found to be a good indicator of
which parameters suffer inaccuracies, resulting from either inac-
curacy of their own value estimation or from information spuri-
ously attributed from other parameters. When fewer parameters
than measurements are estimated, inaccuracies are spread over the
entire set of parameters. It was shown that the difference in esti-
mation can be significant, even though individual parameters ex-
hibit only small differences.

Particular features of linear methods, such as the way of obtain-
ing influence coefficients, were discussed. Finally, the impact on
performance parameter estimation was also discussed and it
was shown that use of linear methods may lead to substantial
inaccuracies of significant parameters, such as the turbine inlet
temperature.

Nomenclature

A8 = Exhaust area
A8BIMP = Exhaust area deviation from datum val{iy. (B3))
C = Weight factor(Eq. (3))
HPC = High-pressure compressor
HPT = High-pressure turbine
LPC = Low-pressure compressor
LPT = Low-pressure turbine
M = Number of measurements
N = Number of health parameters
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NLI = Nonlinearity indicator of parameté;

f = Vector of engine component health parameters XNLP XNHP Py Ty Py T,  Ts
OF = Objective function T T 6 T P
P; = Total pressure at statianof the engine -
SE = Efficiency factor(Eq. (B2)) m
SW, = Flow factor(Eqg. (B1))
T, = Total temperature at statidrof the engine = YAV 3 ® :
TIT = Temperature inlet turbine

u = Vector of quantities defining operating point oA . SR, YO §
W; = Mass flow at the position of the engine

I
XNHP = High-pressure shaft rpm SW2 SWal SW49
XNLP = Low-pressure shaft rpm Ss‘,’.:v,lzz SE2 55‘12’2266 SE41 SE49 | |ASIMP
Y = Vector of measured quantities
AY = Percentage deviation of magnituddrom nominal
value AY = 100(Y — Ybaselingjyybaseline Fig. 13 Layout of a high bypass ratio partially mixed turbofan

a;; = Jacobian matrix element&q. (A4)) engine with station numbering
n; = Efficiency of component with entrance at station

otj = Normalized standard deviation of health paraméfer ] . i
ovy; = Standard deviation normalized over mean value of wherez is the vector of known measured quantiti®¥ andH is
measuremeny i the influence matrix, also called Jacobian, containing the coeffi-
bscri q . cientsay; .
Subscripts and Superscripts Equation(A3) provides the means for establishing a linearized
calc = Value of a quantity calculated by a model engine performance model. If a performance variafles known
f = Quantity referring to health parameters at reference condition then its value at a condition that deviates
given = Given value of a quantity, e.g., from measurement from the reference byAf can be calculated by using the linear
i = Position along the engine relation:
j = Index of health parametds N
L = Linear
NL = Nonlinear Y=Y 1+121 aiiAfJ)' (A6)

0 = Baseline engine condition
ref = Quantity referring to the intact engine Appendix B

Y = Quantity referring to measurements . . )
The layout of the engine considered as a test case in the present

study, together with station numbering, measurements, and health
. parameters are shown in Fig. 13. The nonlinear performance
Appendix A model for this engine has been developed by Stamatis gt4il.
The principles on which a linearized engine model is consti- The parameters employed for characterize the health condition
tuted are briefly presented here. Considering that the enginedfs€ach component of the engine are a flow factor SW and an
represented through a functional model expressed througtEq. €fficiency factor SE. They determine how component flow capac-

and using Tay|0r’s theorem we have: |ty and efﬁCienCy are modified with reSpeCt to baseline condition.
N For a component with entrance at statiorof the engine we
ref JF; rof define:
Y=Y 2 S (= e, (A1) Flow factor:
e in this relation embodies all the higher-order terms of the series SWi= (W, \/?i/pi)/(wi \/?i/pi)o- (B1)

expansion. By assuming that the change of health parametergfgciency factor:
small, higher-order terms are assumed to be negligible and we can
thus write SE=7/(17i)o- (B2)

ref N cref ref Exhaust area factor:
WY s BRI (A2)
Yiref “ Yiref ot fJ(ef ' A8IMP=Ag/(Ag)g- (B3)
Using the notation foA’s, this equation can be written as follows:References
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Instantaneous-response and transient-flow component models for the prediction of the
transient response of gas turbine cycles are presented. The component models are based
on applications of the principles of conservation of mass, energy, and momentum. The
models are coupled to simulate the system transient thermodynamic behavior, and used to
predict the transient response of a closed-cycle regenerative Brayton cycle. Various sys-
tem transients are simulated using: the instantaneous-response turbomachinery models
coupled with transient-flow heat-exchanger models; and transient-flow turbomachinery
models coupled with transient-flow heat-exchanger models. The component sizes are com-
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parable to those for a solar-powered Space Station (radial turbomachinery), but the
models can easily be expanded to other applications with axial turbomachinery. An itera-
tive scheme based on the principle of conservation of working-fluid mass in the system is
used to compute the mass-flow rate at the solar-receiver inlet during the transients. In the
process the mass-flow rate of every component at every time step is also computed.
Representative results of different system models are compared and discussed.
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mass depletion inside the component through the transient. For

Introduction
: . . example, the system of equations is solved assuming either in-
Models for the steady-flow performance of various Conflgur."’Eompressible fluid, or no storage of mass in the component vol-

tions of gas-tur_blne engines havg been presented in many previfiyes through the transient, or another assumption that simplifies
studies and with various intentions such as cycle optlmlzatlcme transient for one or more of the flow propertiésr example

(e.g., Korakianitis and Wilsofil]), or prediction of part-load per- Ad ) .
o . . - ams et al.[6]; Corbett and Eldef7]; Macdougal and Elder
formance(e.g., Korakianitis and Beig¢®]). The transient behavior 8]). In the third category assumptions are made for the delay of

.Oft tur_bomacrtnneary Ncomposnterllts can b? tpgdlct}gd VI‘(’.'th .tCP ne transport of perturbations from component inlet to éfdt
Int er|1S|:\3/e ut?stetﬁ y ﬁa\?er- 0 %S Co?putﬁ' 8- orat 'Eti.n' IS example, Ray and BowmafB]; Fink, Cumpsty, and Greitzer
etal.[3]), but the effort required makes these computations u 0]). All three categories may incorporate routines for predicting

SU“f?‘b'e for preliminary analyses of the transient response of g [ations between inlet and outlet properties from the component
turbine components and power plants through speed, load, formance maps

mass transients. The purpose of this paper is to develop transient models of the

Transient-flow models for components where the flow may Re,.onq categoryusing the unsteady form of the conservation
assumed incompressiblsuch as some heat exchanger passages, ations suitable for predicting the performance of gas-turbine
are easier to develop because of the constant-density assumpiig ponents, and to show how the models can be coupled to pre-
Similarly transient-flow models for ducts with compressible Ofict the transient performance of engines. The compressor and
incompressible flow are easy to model by predicting with charag;hine models do not include assumptigssch as incompress-

teristics thg time of prop_agation of transients. Transient-flow mogh|e flow, constant density, no mass storage through the transient,

where work is added to or extracted from the flow, are harder {pynsient behavior for any of the flow properties. The transient
develop. Non-CFD models suitable for predicting the transiefiogels for flow through radial impellers use the unsteady forms
performance of compressors and turbines fall into three main cgf conservation of mass, angular momentum and energy. These
egories. The first category predicts the transient performance by, easily be modified for flow through axial stages by replacing
obtaining equations resembling transfer functions in contrghe jaw of conservation of angular momentum withe simpler
theory using phenomenological analyses of component behavigfation of the law of conservation of linear momentum through
(for example, Kuhlberg et a[4]; Kalnitsky and Kwatny{5]). In  the mid streamline of each blade row. As an application the mod-
the second category the unsteady conservation equaiio@ss, e|s are used to predict the transient thermodynamic performance
momentum, and energyare written in a lumped-parameter apof a regenerative gas-turbine engine that is approximately suitable
proach (or alternatively finite volumes are considered along fyr providing power to the Space Station. Various combinations of
mid-streamling through one or more components. Many of th¢omponent models are evaluated by predicting the transient per-
models in the second category use some assumption to minimigemance in constant-speed transieriswitable for alternator

the effects of compressibility, or the effects of mass storage @fives such as the one for the Space Statiand variable-speed

transientgsuitable for other drives for other applications

Contributed by the International Gas Turbine Institd@&TI) of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF L.
ENGINEERING FORGAS TURBINES AND POWER Paper presented at the Interna-System Description
tional Gas Turbine and Aeroengine Congress and Exhibition, Cincinnati, OH, May . .
24-27, 1993; Paper 1993-GT-0136. Manuscript received by IGTI, December 1, 1€ transient performance of gas turbines depend on the type
1992, final revision, March 1, 1993. Associate Editor: H. Lukas. and size of engine components, the working fluid, and the inputs
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Waste He,itm_tj design point the compressor and turbine pressure ratios are just

Concentrator . below 2:1 (the turbine pressure ratio is a little lower than the
\}‘ i / Solar Energy Input FC-75 { Radiator | __r compressor pressure ratio due to pressure Ipsaes the mass--
coolant PN flow rate is approximately 0.8 kg/s. The compressor and turbine
Receiver Electric Gas Cooler are small radial impellers.

Although the following models are applied to the system illus-
trated in Fig. 1, the principles are general and they can be used in
different gas-turbine engines with different components.

Compre

Electronic

, L Component Models
Control Unit |
¥

The working fluid is modeled as a perfect gas with constant
Cp=520.4 J(kg-K) andc,=312.2 Jkg-K). Itis assumed that the
compressor and turbine are adiabatic.

%)

Parasitic Load
Radiator

N Compressor and Turbine. The steady state compressor and
Recuperator l turbine performance are modeled using the following equations:

[RI(cp 7)]

Tr2) (P72
Fig. 1 Schematic of the solar-powered closed regenerative T p_
Brayton-cycle engine ™ ™

(TTS) _ ( st)[R"‘ ‘el

Tral \Pra

1)
driving the transient. These will vary from application to applica- ) ) ) .

tion. Simplified component and approximate temperature-entropy Ws=mCp(Tra— T15) —=MeCp(Tro— Try) — Wy

diagrams for the solar-powered closed regenerative Brayton-cy%ﬁere the efficiencies are read from compressor and turbine non-

zrglgﬁ O\L/Ivr:1d?r: IC:?nSS'iegﬁ?g tc;_\ pr?g)’(?;;':?ﬁ::}ggwsrahn ds(ﬂaaﬁnensional performance maps typical for small radial impellers.
gs. - PP r; e compressor and turbine performance maps used in this study

information for the system are included in many NASA ang, e peen optained from similarly sized turbocharger-type com-

NASA-contractor reports such as the two reports by Rocketdy : .
[11,12 and in the Appendix. li&?essor and turbine performance maps published by Heywood

The working fluid is a mixture of helium and xendHe-xe). [13]- At design-point operation.=0.916 andz=0.902. Wy,
Solar energy is collected by the concentrator, focused onto tfPresents bearing friction. The electrical power produced will be
phase-change eutectic salt (LIF-Gafn the receiver, and trans- less tharW, because of the effects of alternator efficiency.
ferred to the working fluid. Energy is rejected from the cycle The transient radial compressor and turbine performance are
through the gas cooler. The gas cooler, in what is called the cotodeled by considering the flow at three stations, at the inlet,
ant loop, uses a liquid mixture of 75%,8;F;0 and 25% HO middle, and outlet of the components. The whole component is
(called FG-75) to reject energy via the radiator to space. Theonsidered as a control volume for which the conservation of
centrifugal compressor, radial turbine, and alternator rotate agn@ss, angular momentum, and energy are written as:
single unit at(approximately constant speed. The system rotates

in space in and out of the shadow of the earth with a period of d—m=r'nin—r'nm

approximately 90 minutes, implying transients for the receiver dt @)

and cooler. The receiver phase-change salt is used to provide en- d(mOr2 W W

ergy at almost-constant temperature to the cycle. These and other ™ o Or24+ —S

system transients are handled by changing the mass-flow rate of dt o Q

the working fluid through the componentsy adding and sub- d 40

tracting working fluid in the accumulatgrand/or by shedding W.—W =er2—m+er2—ir'n92r2

some of the electrical power output in the parasitic-load radiator. ¢ ™ dt ™ dt o 3)
Power for the system is partially provided by a photovoltaic d T

module, and partially by two regenerative Brayton cycles similar M:(mc T)in— (MC,T) gt Wo— W=

to the one illustrated in Figs. 1 and 2, each providing approxi- dt poam priott Te T

mately 30 kW. The compressor-turbine-alternator units rotate at

s - dT, 1 . . - . dm
32,000 rpm(minimum 30,000 rpm, maximum 36,000 rpmAt the &t me (MCpDin=(MCT)ort We=We—C, Trig (4)
where a component is either a compressuith work WC going
T [1};0]0 4 into the control volume, anV;=0), or a turbine(with work W,
lurbine going out of the control volume and/.=0). Therfp terms with
5 * —" are for compressors, and the terms with-" are for tur-

800 recuperator . . - - . .
high_pressure\ bines. The ro_w is a_ssumed going aX|a_IIy into the compressor im-
side peller and going axially out of the turbine impellgro tangential

600 ;

{ momenta at these stations
compressor recuperator For axial components the unsteady form for the conservation of
400 low-pressure angular momentungEg. (3)) is replaced with the unsteady form
1 gas\cooler side for the conservation of linear momentum in each stator and rotor
200 . blade row.
00 01 02 03 04 05 op The equation of state for perfect gas is used for tGdtdgna-
8-S1 [kif(kgK)] . . ) h - : ;
tion) and static properties, the isentropic relation connecting total
F|g 2 Temperature_entropy diagram for the regenerative and static prOpertIeS, and the def|n|t|0n Of total enthdlpy:h
Brayton cycle. (The value of S is arbitrary. ) +UR2=T=T+ U2/(2-Cp)) are used at each station in the com-
58 / Vol. 127, JANUARY 2005 Transactions of the ASME
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ponent. In order to obtain closure of the models, the following fluid a

assumptions connecting properties at various locations and times
are also used: Ty i1l o [Tait —
Trm(t) 1[T (O+Trot)]
T,m - 2 T,in T,ot( Tw,i—l Tw,i Tw,z’+1
Np(t) l[' (D) +Me(t—AD)]
m =—=[m, My (t—
meo2en o — Toi-1| Tos |Toien —
m=puVe, , ©)
T m(t)]LCp/(Rom)] fluid b
pT,m(t)=pT,in(t)[T ’_ (t)} Fig. 3 Heat-exchanger finite-difference scheme
T,in
Tr m(t)rp”cm]
t)=p7in(t ’
pT,m( ) pT,ln( ) TT,in(t)

whereT . is a suitably defined mean temperature differesteh
It is assumed that the efficiencies from the inlet to the middle @& the logarithmic mean temperature differendéhe above are
the component are equal to the efficiencies from the inlet to tieanipulated into:

outlet of the component. This is an approximati¢fhe efficien-

cies from the inlet to the outlet of the component are read as T =T _(1_Eﬂ)(1— = Toair)

functions of pressure ratian and (2, from the nondimensional cd.ot™ T htin Coq/ = Min o

performance mapsThe mass-flow rate through the inlet of the

component at timé is assumed equal to the average of the mass- Thto= Tedin™ (1= €)(Thtin= Ted,in) ©)
flow rate through the inlet of the component at the same tierel 1—exd —N.(1-C
the mass-flow rate through the outlet of the component at time € XH ~ Neu( ray ]

— At. This lagged assumption for the mass-flow rate provides the 1-Craexfd = Nyy(1—Crap ]
required stability to the numerical scheme.

One additional word of caution is due here. This transient N, — Ah and C :%
scheme will predict an immediate response at the outlet of the YU Crin R Cnax

compressor or turbine due to a variation of properties at the inlet. . . .
P brop In the receiver the salt temperaturgy& Ty,) remains approxi-

This is correct only if the time step is large enough for the distur- i S .
ely constant during normal operation, so g} is small.(In

bance to travel through the impeller passage and reach the oufiagt

thus imposing a minimum time-step limit to the numericafhe’ following we are using variations in salt temperature to study

scheme. The resultant mixture of algebraic and differential equ%fSteT tranh5|ents._TranS|en}§ ml smlg tempg}rat#re, or a combina-
tions is a “stiff” system of equations, so that its integration iﬁ'on_% suc trﬁns(lzent;slcolu ha SO be u)s&le Ct ehrecuperalltor
time imposes a maximum time-step limit. The time step used fant= Ccd; SO thatCi=1. In the gas cooleCy, has a value

the numerical integration to predict engine transients must be (Enaller than unity. The values @f Ny, andCy for the design-
tween these two limits. point operation of the receiver, recuperator, and gas cooler are

Equation(3) can be used to model a constant-speed variab@lven in the Appendix. The pressure drops in the heat-exchanger
- ) passages are modeled as a function of working-fluid properties,
wor.k component §(2/dt=0 anddWs/dt#0); a constant-work flow arrangement, and heat transfer characteristics using models
variable-speed componentd{/dt#0 anddW;/dt=0); and a presented in Kays and Londdmd4]. Similarly the pressure drops
component in which the interdependence\Wf,{)) can be used to in other system ducts are modeled as a function of the local prop-
identify the system transient. erties in the ducts.
For transient performance the counter-flow and cross-counter-
w heat exchangers are modeled by dividing the control volume
into sections along the flow direction, with three elements in each
section for fluidsa andb and the wallw, as illustrated in Fig. 3.
Fluid b may be flowing in the counter-flow or cross-counter-flow
direction with respect to fluié. It is assumed that the net energy

Heat Exchangers. The steady-state performance of heat X0
changergreceiver, regenerator, and gas coplsrevaluated using
the method of the number of heat transfer unig,(, Kays and
London[14]). Heat-exchanger effectivenegtepending on heat-
exchanger purpogeés defined by one of:

Col Tren—Thio) transfer by convective transport dominates the conduction by dif-
= —nt _htin __htov fusion between adjoining fluid elements. The transient continuity
Cornin(Thtin™ Ted,of equation for fluidsa and b along the control volumes can be
written as:
— Ced Ted ot~ Ted,in)
Cmin(Tht,in_Tcd,or) d_mazm =M.
) dt a,i—1 a,i
The number of heat transfer unitg, are defined as: ©)

dm, . .
Ntuzf(Avthmin)~ d_tb:mb,Hl_mb,i

In general it is possible to express ) i
The transient energy balances can be written as:

= Ny, =" flow arran emen) a(meg, T a(me, T
€ tu Cmax g ( Cu )a:(Ah)a(TW_Ta)+ ( p )adx
ot ax
and
: Tw_ Ah)(Ta=Ty) + (Ah)(Tp—T 8
Q=AhAT o= Ciyl Trtjn— Theod = Ced Tedor Teai (MO~ = (AN(Ta= Tw) + (AMs(To=Tw) - (8)
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ential slice is evaluated by assuming that heat is radiated along the

— primary loop, fluid a - length of the radiator, but not from its two ends; heat radiates
according to the Stefan-Boltzmann law; and the emissivity of the
T surface is constant. The liquielC — 75 temperature at the radiator
e outlet is evaluated by integrating the resulting equation along the
Ty radiator length:
— secondary loop, fluid a - dQ=0T'DdL=~ me dT= (10)
o _[3oDL 1 -
-»> Tuiot| Taw Maina -> °lme, TR
T | T ; . where o= (emissivity)X (Stefan-Boltzmann constant)(0.9)
; ol X (56.70< 107 %) =51.03< 10" * W/(m?-K*#). For the transient
T . ", T i model it is assumed that the sink temperature is a function of time,
o ’ ’ but constant along the length of the panel, in addition to the above
v 0l assumptions for steady flow. The model is developed by dividing
-> ai-1] “ai ait+l -»> the radiator into segments as shown in Fig. 4. The energy balance
for the fluid a and the wallw become:

Fig. 4 Radiator finite-difference scheme ame.T a(me,.T
MG ATy~ T+ 2Pl gy
11)
a(mc, Ty g(mepT)y (mo) ﬂ=(Ah) (Ta=Tw) + oA (TS —T“)—kAﬂ
at :(Ah)b(TW7Tb)+—6’X dx Woat a\'a w riisk Tw X ox
By writing the partial differences as finite differences and letting KA ITw
superscripin represent time steps, E() are manipulated into: Y gy
i 2]1 N N If " and” denote the primary and secondary loops, respectively,
(M&)ai| — 3¢ |~ (ANail Tw,i~Tail Egs. (11) for an arbitrary element in the primary loop can be
_ written as(explicit formulation:
l +(MCp)ailTai—1—Ta,l aT! 1 AT T e 1 o,
wi—Toi = ; ailTwi = Ta) +(MCp)ai(Th -1~ Ta,
(MO)u W"A—tw"}=(Ah>a,i[T2,i—Tv“v,i]+<Ah>b,i[TB,i—ch,i] A (me)a, (12)
(9) aT‘;V ’ ’ ’ ! 4 14
n_n-1 ot = , [(Ah)a,i(Ta,i_Tw,i)+(0Ar)w,i(Tsk_Tw,i)]
b,i b,i _ n _-n i (mc)w,i
(MC)oi| — a7 =(Ah)pil Ty, — T,
. 1 kAX ' ’ ’ ’
+(MCp)p,i[Th,i+1~ To,i] T (mor . |\ Ax (2T = Twi-1~ Twivd)
W, 1 W, 1

(it can be shown analytically that the temperature variations in ,
time dominate the temporal changes in mass-flow yafBsese _(@) (T! —T" )
equations are rearranged to produce a matrix equation of the form Ay wi i Wl
[A){T}={B}, where{T} is the vector of unknown temperatures, '
which is solved using a Gaussian elimination method with scalifgimilarly, Egs.(11) for an arbitrary element in the secondary
and partial pivoting. loop can be written agexplicit formulation:
The pressure drops in the heat-exchanger passages during tran-
sient flow are modeled assuming an equilibrium state at every
time step (similar to the corresponding pressure drops during
steady flow. The pressure distribution is assumed linear along the
flow passages. The equation of state for perfect gas is used to fin(ga-rﬂ
]

at

1
:W [(AR) L i(Tw,i—Ta)]
i QJ a,i (13)

1
the density in each elemental volume from the local pressure and——| =———[(Ah)% (T4 ;= Tu.) + (Al (Ta—Tui)]

temperature, and the mass of fluid in each elemental volume an Jt (MO)yi
at each time is found frorm;=p;V, ; . .
The recuperator, receiver and gas-cooler transient models are _ 1 ] @ T ~T' ~T" )
developed from Eqg9), with appropriate variations in constants (mo) [\ Ax/) wi wiml il
to account for design details. Some information about these com- ' '
ponents is given in the Appendix. In the recuperator the values of KAN" ,
cp andc, for the He-Xe mixture are used for both fluidsandb. Ay _(Tw,i_Tw,i)
In the gas-cooler flui@ is the He-Xe mixture, and fluid is liquid W
FC—75, for which ¢, ,=c, ,=c,=1.0207 kJkg-K) and p, Steady-flow and transient pressure drops in the receiver and
=1682.1 kg/m (assumed constantin the receiver fluida is the other duct-type passages are modeled as described in the heat
He-Xe mixture, and fluid is the LiF-Cak eutectic salt. exchangers.

Radiator. The radiator consists of two coolant loops, a pri- Rotor Inertia.  For constant-speed transients the inertia of the
mary and a secondary one, as shown in Fig. 4. The steady-flostating unit is not needed in the models. For variable speed op-
model for each radiator loop is developed by considering diffeeration the dynamic equation of the unit is used to evaluate the
ential slices along its length. The heat rejected from each diffanstantaneous acceleration:
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Table 1 Values at the beginning of transients

dj1oad . ..
dt\ 2 =Ws—Wy=W;— W~ W — W=

2 N

(14) Variable Value

W — W —W. —V Tex 186.0 K

0= w TSsI 1042.0 K

1Q T, 1012.2 K
. . . P4 354.8 kPa
where for the compressor-alternator-turbine rotating uhit ms 0.835 kg/s
=23.39<10 ¢ kg-m?. The instantaneous acceleratitnis inte- Q 3351 rad/s
grated in time to give the rotational speed of the unit at the next ) (32,000 rpm
AN W 41.1 kw

time instant. s

System Model

The above component models are coupled to form the systeabout 2% in salt temperature over 108058 min, about 20% of
model. The rate of change of energy in the system is equal to i 90 minute orbital transientThe time step in the calculations
rate of collected solar energy, minus the output power, minus tie1 s. As seen from the figure, it takes over 18 min for the system
rate of waste heat radiated to space. The transient formulatiaBsreach a new steady stafg, settles to its new value in about

conserve energy, and therefo_re at every instant _tht_a temperatygg s, butp,, My, andW, require about 2000 s after the step to
entropy diagram for the cycle is a closed shape similar to the opg,ch o new steady state. The final steady state after 4000 s is

shown in Fig. 2. The exact location of the diagram changes @ ntical (within numerical accuradyto the initial state at the
different time instants, as driven by transients in eutectic-salt ag inning of the transient.

sink temperatures, or other system transients. The new position 0 igure 6 has also been produced with a system model using the

the diagram is found by iteratively evaluating the correct masgs:nsient heat-exchanger models coupled to the instantaneous-

flow rate through the components at each instant. The contigihonse turbomachinery models. It shows the select output of the

equation for the overall system is the equation of conservation Qisiem response to a sinusoidal transient in salt temperature of
mass through the transient. The total mass of working fluid a

' plitude 5 K(0.47% over 628 s(about 11.6% of the 90 min
coolant in the system are assumed constant. The resultant tr,

: ) - jital transient The time step in the calculations is 1 s. As seen
sients can also be manipulated by specifying the mass of g the figure, the relatively long thermal transient behavior of

working fluid in the system as a function of time through thehe heat exchangers causes the transients to reach the various
period of the transientmodeling the working-fluid mass in the components at different phases. The peakd jrare about 60 s

accumulator during the transignt later than the corresponding peaks Ty, and they are of a
_The state of the system at all times is represented by the cogjghy lower amplitude. The sinusoidal variationsip, ms, and
bination of {T,p,m} at all junction points between the compo-

nents.(During transients the mass flow rate is different at eacys (&fter an initial system transient during the first two or three
flow station) Transient iterations start from an initial steady statec.ylglie%r?';Oghzﬁgn?hsg'g;'egfgﬁ:nust'?f'lfget?ggaégg -of wo differ-
Starting from an imposed transient for properties at one or more 9 ; i € resp

junctions between components, the He-Xe mass flow rate betw@éﬁ system models to a sinusoidal transient in salt temperature of
the recuperator high-pressure-side outlet and receiver imgiag

station 3 in Fig. 2is iteratively increased and decreased using an

under-relaxation technique until the conservation of total nmass 1.03
in the system is satisfied, i.e., the sum of the mass in all comps 1.02 t—=
nents is(within a user-specified accuracgqual to the specified 101 {17 h
total mass of the working fluid. The under-relaxation factor i<, , 1.00 ] PR
increased and decreased throughout the iterations by monitori ’
the effect of changes afi; on the total system mass. 0.99
1.02
Transient Performance . 101 /’\
Transients considered include 90 minutrbital) sinusoidal 7 1.00 7
transients in salt and sink temperatufig,@ndTygy); loss of cool- 0.99
ant pumps; loss of some of the radiator panels; and others ha
been simulated using the above models. The following syste 1.02
transients are illustrative of typical results for units of the size 1.01 Ly
described above. For illustration purposes the results show tra#3 1.00 "3
sients driven by varying the eutectic salt temperaflyg while 0.99
keeping the sink temperatuik, constant. The recuperator, re-
ceiver, and gas cooler are divided into eight elements, while tt  1.05
radiator is divided into ten elementfor each fluid each wall 1.04
section. Initially the models have been run to an initial state of 3
full convergence by specifying no changes in the variable drivin 102
the transients. This operating point is identicaithin numerical )
accuracy to the corresponding point using the steady-state moc _ 1.01
els. A